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#### Abstract

Many applications of wheeled mobile robots demand a good solution for the autonomous mobility problem, i.e., the navigation with large displacement. A promising approach to solve this problem is the following of a visual path extracted from a visual memory. In this paper, we propose an imagebased control scheme for driving wheeled mobile robots along visual paths. Our approach is based on the feedback of information given by geometric constraints: the epipolar geometry or the trifocal tensor. The proposed control law only requires one measurement easily computed from the image data through the geometric constraint. The proposed approach has two main advantages: explicit pose parameters decomposition is not required and the rotational velocity is smooth or eventually piece-wise constant avoiding discontinuities that generally appear in previous works when the target image changes. The translational velocity is adapted as demanded for the path and the resultant motion is independent of this velocity. Furthermore, our approach is valid for all cameras with approximated central projection, including conventional, catadioptric and some fisheye cameras. Simulations and real-world experiments illustrate the validity of the proposal.
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## 1 Introduction

The strategies to improve the navigation capabilities of wheeled platforms result of great interest in robotics and particularly in the field of service robots. A good strategy for visual navigation is based on the use of the so-called visual

[^0]memory. This approach consists of two stages. First, there is a learning stage in which a set of images is stored to represent the environment. Then, a subset of those images (key images) is selected to define a path to be followed in an autonomous stage. This approach may be applied for autonomous personal transportation in places under structured demand, like airport terminals, attraction resorts or university campuses, etc. The visual memory approach has been introduced in [1] for conventional cameras and extended in [2] for omnidirectional cameras. Later, some position-based schemes relying on the visual memory approach have been proposed with a 3D reconstruction carried out either using an EKF-based SLAM [3], or a structure from motion algorithm through bundle adjustment [4]. A complete map building is avoided in [5] and [6] by relaxing to a local Euclidean reconstruction from the homography and essential matrix decomposition respectively, using generic cameras.

In general, image-based schemes for visual path following offer good performance with higher closed loop frequency. The work in [7] proposes a qualitative visual navigation scheme that is based on some heuristic rules. A Jacobianbased approach that uses the centroid of the abscissas of the feature points is presented in [8]. Most of the aforementioned approaches suffer the problem of generating discontinuous rotational velocities when a new key image must be reached. This problem is tackled in [9] for conventional cameras, where the authors propose the use of a time-independent varying reference. A different approach of visual path following is presented in [10], where the path is defined by a line painted on the floor.

The approach based on a visual memory is a mature paradigm for robot navigation that allows a path to be replayed at different conditions than in the learning phase. Even more important, this approach has the benefits of the closed loop control, in contrast to a simplistic approach of replying
the control commands of the training phase in open loop. It is worth noting that, as opposed to the trajectory tracking problem, in the path following problem there is not a time-based parametrization of the path. Additionally, in the path following problem we are not interested in reaching a strict desired configuration as in the pose regulation problem [11]. The visual path following problem with collision avoidance has been tackled in [12] relying on an on-board range scanner for obstacle detection, given the complexity of this task using a pure vision system.
In this paper, we propose an image-based scheme that exploits the direct feedback of a geometric constraint in the context of navigation with a visual memory. The proposed control scheme uses the feedback of only one measurement, the value of the current epipole or one element of the trifocal tensor (TT). The use of a geometric constraint allows us to gather many visual features into a single measurement. The scheme exploiting the epipolar geometry (EG) has been introduced in a preliminary paper [13] focusing on the use of fisheye cameras. In the work herein, in addition to the extension of using the TT as visual measurement, a comprehensive comparison of different control proposals is carried out using omnidirectional vision. The proposed approach does not need explicit pose parameters estimation unlike [3], [4]. The visual control problem is transformed in a reference tracking problem for the corresponding measurement. The reference tracking avoids the recurrent problem of discontinuous rotational velocity at key image switching of memory-based schemes that is revealed in [5], [14] and [6], for instance.

We contribute to the problem of visual path following by using direct feedback of a geometric constraint (EG or TT). Feedback of a geometric constraint has been previously used in the context of the pose regulation problem, e.g., [15], [16], [17]; however, none of the existing works can be directly extended to the navigation problem. The path following problem essentially requires the computation of the rotational velocity, and so, the use of one measurement provides the advantage of getting a squared control system, where stability of the closed loop can be ensured similarly to the Jacobian-based schemes [8], [18] and in contrast to heuristic schemes [7]. Although a squared control system is not indispensable for applying a Jacobian based scheme, it is advantageous. The geometric constraints, as used in our approach, give the possibility of taking into account valuable a priori information that is available in the visual path and that is not exploited in previous image-based approaches. This information, used as feedforward control, permits achieving piece-wise constant rotational velocity according to the learned path without discontinuities when a new reference image is given. Additionally, this a priori information is used to adapt the translational velocity according to the shape of the path.

Conventional cameras suffer from a restricted field of view.

Many approaches in vision-based robot control, such as the one proposed in this paper can benefit from the wide field of view provided by omnidirectional or fisheye cameras. We also contribute exploiting the generic camera model [19] to obtain a generic control scheme. This means that the proposed approach can be applied not only for conventional cameras but also for all central catadioptric vision systems and some fisheye cameras.

In summary, the contributions of the paper are the following:

1. The proposal of two task functions based on a geometric constraint, the EG and the TT, enabling to have a direct control of the rotational velocity of the robot to achieve an accurate visual path following, letting the translational velocity as an independent parameter.
2. Two different control schemes are developed to exploit the proposed task functions, one is a pure feedback control and the other includes a strong component of feedforward control. Both control schemes avoid discontinuities when a new reference image is given, however, the scheme using a feedforward term computes a preferred piece-wise constant rotational velocity.
3. A comprehensive comparative study between the different control proposals is reported, which shows that the TT based control gives better performance for general setups in terms of smoothness of robot velocity and robustness to noise.
4. The proposed navigation scheme is valid for a large class of vision systems: conventional perspective cameras, central catadioptric systems (e.g. hypercadiotric, paracatadioptric) and some fisheye cameras.

The paper is organized as follows. Section 2 outlines the visual memory approach and presents the overall scheme addressed in this work. Section 3 presents the mathematical modeling for the wheeled mobile robot and the computation of the visual measurements obtained from generic cameras. Section 4 describes the proposed navigation strategies on the basis of the information provided by the EG or the TT. In Section 5, the control law for autonomous navigation for both geometric constraints is detailed. Section 6 shows the performance of the control scheme via simulations and real-world experiments, and finally, Section 7 summarizes the conclusions.

## 2 The visual memory approach

The framework for navigation based on a visual memory consists of two stages. The first one is a learning stage where the
visual memory is built. In this stage, the user guides the robot along the places where it is allowed to move. A sequence of images is stored from the onboard camera during this stage in order to represent the environment. From all the captured images, a reduced set is selected as key images. A minimum number of visual features must exist between two consecutive key images. After that stage, the robot is requested to reach a specific location in the environment defined by a target image. Initially, the robot has to localize itself by comparing the information that it is currently seeing with the set of key images. The robot is localized when the "more similar" key image to the current image is found. Then, a visual path that connects the current location with the target location as a sequence of $n$ key images is generated. This path should be followed in the autonomous navigation stage in order to reach the target location. Although no metric information will be used in our approach, we assume that there is at least a distance $d_{\text {min }}$ between robot locations associated to any two consecutive key images. This parameter will be used in Sections 5.1-5.2 for a feedforward control and for a time-based strategy of key image switching. This assumption implies that the robot could stop during the learning stage, however, a key image is not stored until the robot continues defining the path and the number of visual features is less than a threshold.

Figure 1 presents an overview of the proposed framework for visual path following. Given the visual path with $n$ key images, we assume that an image-based localization component provides the first key image to be reached for the starting of the autonomous navigation stage (e.g., $I_{i}$ ). Then, image point features are matched between the current image of the onboard camera and the corresponding key image. The matched point features are used: 1) to compute a geometric constraint that is the basis of the proposed control law and, 2) to compute an image error that gives the switching condition to the next key image. When the image error is small, a new key image is requested to be reached and the same cycle is repeated until the final key image $I_{n}$ is reached. Our interest is to have a target switching criteria that is valid for different kind of control laws, while limiting the extraction of information from image points coordinates. The use of the same geometric constraint for target switching might need a particular strategy for each case or might require a partial Euclidean reconstruction as addressed in [5], [6].

It is worth noting that we focus on the design of a control scheme for the autonomous navigation stage. In this sense, we assume that the visual path has been generated appropriately. The visual path is provided by a higher level layer that deals with aspects like the selection of key images, the topological organization of the key images, the planning of a visual path and the initial localization. For more details about these aspects refer to [6] and [8]. For features detection and matching in the context of memory-based visual navigation refers to [3]


Figure 1: General scheme of the navigation based on the visual memory approach.
and [6].

## 3 Robot model and visual measurements

In this section, we introduce the required mathematical modeling in order to relate the kinematic motion of the robot to the visual measurements. As we are interested in that the navigation scheme can be valid for any central vision system, the generic camera model of [19] is summarized, as well as the method to estimate the geometric constraints that are the basis of the proposed control law.

### 3.1 Robot kinematics

Let $\chi=(x, y, \phi)^{T}$ be the state vector of a differential-drive robot under the frame depicted in figure 2(a), where $x(t)$ and $y(t)$ are the robot position coordinates in the plane, and $\phi(t)$ is the robot orientation. The kinematic model of the robot expressed in state space can be written as follows:


Figure 2: Representation of the robot model and the camera model. (a) Robot frame definition with $x$ and $y$ as the world coordinates. (b) Example of central catadioptric vision system. (c) Example of an image captured by a catadioptric system. (d) Generic camera model of central cameras.

$$
\left[\begin{array}{l}
\dot{x}  \tag{1}\\
\dot{y} \\
\dot{\phi}
\end{array}\right]=\left[\begin{array}{cc}
-\sin \phi & 0 \\
\cos \phi & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{l}
v \\
\omega
\end{array}\right]
$$

being $v(t)$ and $\omega(t)$ the translational and angular input velocities, respectively. We assume that the origin of the robot reference frame coincides with the reference frame associated with a fixed camera mounted on the robot, in such a way that the optical center coincides with the rotational axis of the robot. We consider that perspective and fisheye cameras are arranged looking forward and omnidirectional systems looking upward. Thus, the model (1) also describes the camera motion.

### 3.2 The generic camera model

The constrained field of view of conventional cameras can be enhanced using wide field of view vision systems such as fisheye cameras or full view omnidirectional cameras. There are some approaches for vision-based robot navigation that exploit particular properties of omnidirectional images, for instance, in [20], the Fourier components of the images, and in [21], the angular information extracted from panoramic views are used. Figures 2(b-c) show an example of a central catadioptric vision system and an image captured by the system. The well known unified projection model works properly for vision systems having approximately a single center of projection, like conventional cameras, catadioptric systems and some fisheye cameras [19]. The unified projection model describes the image formation as a composition of two central projections. The first is a central projection of a 3D point onto a virtual unitary sphere and the second is a perspective projection onto the image plane through $\mathbf{K}$ defined as:

$$
\mathbf{K}=\left[\begin{array}{ccc}
\alpha_{x} & 0 & u_{0} \\
0 & \alpha_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

where $\alpha_{x}$ and $\alpha_{y}$ are the focal length of the perspective camera in terms of pixel dimensions in the $x$ - and $y$-directions and $\left(u_{0}, v_{0}\right)$ are the coordinates of the principal point in pixels. In this work we assume that the camera is calibrated [22], which allows us to use the representation of the points on the unitary sphere. Refer to figure 2(d) and consider a 3D point $\mathbf{X}=[X, Y, Z]^{T}$. Its corresponding point coordinates on the sphere $\mathbf{X}_{c}$ can be computed from point coordinates on the normalized image plane $\mathbf{x}=[u, v]^{T}$ and the mirror parameter $\xi$ as follows:

$$
\begin{align*}
\mathbf{X}_{c} & =\left(\eta^{-1}+\xi\right) \overline{\mathbf{x}}  \tag{2}\\
\overline{\mathbf{x}} & =\left[\begin{array}{ll}
\mathbf{x}^{T} & \frac{1}{1+\xi \eta}
\end{array}\right]^{T}
\end{align*}
$$

where $\eta=\frac{-\gamma-\xi\left(u^{2}+v^{2}\right)}{\xi^{2}\left(u^{2}+v^{2}\right)-1}, \gamma=\sqrt{1+\left(1-\xi^{2}\right)\left(u^{2}+v^{2}\right)}$. The parameter $\eta$ is the norm of the 3D point divided by its depth $(\eta=\|\mathbf{X} / Z\|)$ and it can be computed from point coordinates and depending on the type of sensor. The parameter $\xi$ encodes the nonlinearities of the image formation in the range $\xi \leq 1$ for catadioptric vision systems and $\xi>1$ for fisheye cameras.

### 3.3 Multi-view geometric constraints

A multi-view geometric constraint is a mathematical entity that relates the projective geometry between two or more views. The homography model, the epipolar geometry (EG) and the trifocal tensor (TT) have been used for visual control in the literature for the pose regulation problem, e.g., [23], [24], [15]. As opposed to the path following problem, a desired robot configuration is intended to be reached in these works. Also, the homography model and the EG have been used in the context of visual path following for position-based schemes relaxed to an Euclidean reconstruction from the geometric constraint decomposition [5], [6]. We selected EG and

TT in this study, and not the homography, because they provide more general representations of the geometry between cameras in 3D scenes and they are used in our image-based approach.

Next, the estimations of the epipolar geometry and the trifocal tensor from images of a generic camera are briefly described.

### 3.3.1 The epipolar geometry

The fundamental epipolar constraint is analogue for conventional cameras and central catadioptric systems if it is formulated in terms of rays emanating from the effective viewpoint. Let $\mathbf{X}_{c}$ and $\mathbf{X}_{t}$ be the coordinates of a 3D point $\mathbf{X}$ projected onto the unit spheres associated to a current frame $F_{c}$ and a target frame $F_{t}$. The epipolar constraint is then expressed as follows:

$$
\begin{equation*}
\mathbf{X}_{c}^{T} \mathbf{E} \mathbf{X}_{t}=0 \tag{3}
\end{equation*}
$$

being $\mathbf{E}$ the essential matrix relating the pair of normalized cameras. Normalized means that the effect of the known calibration matrix has been removed and geometric points are obtained. The essential matrix can be computed linearly from a set of corresponding image points projected to the sphere using a classical method [25]. The points lying on the baseline and intersecting the corresponding virtual image plane are called epipoles: current epipole $\mathbf{e}_{c}=\left[e_{c x}, e_{c y}, e_{c z}\right]^{T}$ and target epipole $\mathbf{e}_{t}=\left[e_{t x}, e_{t y}, e_{t z}\right]^{T}$. They can be computed from $\mathbf{E} \mathbf{e}_{c}=\mathbf{0}$ and $\mathbf{E}^{T} \mathbf{e}_{t}=\mathbf{0}$.


Figure 3: Setup of the epipolar geometry in the $x-y$ plane, eye's-bird view. (a) Perspective cameras. (b) Omnidirectional cameras.

Figure 3 presents the setup of the EG constrained to planar motion, so that, an upper view of two camera configurations is shown. For any case, perspective and omnidirectional cameras, the epipoles give the translation direction between both cameras as depicted in figure 3. The first components of the epipoles, $e_{c x}, e_{t x}$, provide enough information to characterize the geometry of this planar setup, so that, the values of the
other components are not used. A reference frame centered in the target viewpoint is defined as the origin $\mathbf{C}_{t}=(0,0,0)$. Then, the current camera location with respect to this reference is $\mathbf{C}_{c}=(x, y, \phi)$. Assuming that the camera and robot reference frames coincide, as shown in figure 2(a), the $x$ coordinate of the epipoles can be written as a function of the robot state as follows:

$$
\begin{align*}
e_{c x} & =\alpha_{x} \frac{x \cos \phi+y \sin \phi}{y \cos \phi-x \sin \phi}  \tag{4}\\
e_{t x} & =\alpha_{x} \frac{x}{y} .
\end{align*}
$$

The parameter $\alpha_{x}$ is defined for perspective cameras from the matrix of intrinsic parameters. For the case of normalized cameras, i.e., when points on the sphere are used, $\alpha_{x}=1$. Cartesian coordinates $x$ and $y$ can be expressed as a function of the polar coordinates $d$ and $\psi$ as:

$$
\begin{equation*}
x=-d \sin \psi, y=d \cos \psi \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi=-\arctan \left(e_{t x} / \alpha_{x}\right), \phi-\psi=\arctan \left(e_{c x} / \alpha_{x}\right) \tag{6}
\end{equation*}
$$

and $d^{2}=x^{2}+y^{2}$. It is worth mentioning that the EG is ill-conditioned for planar scenes and it degenerates with short baseline.

### 3.3.2 The trifocal tensor

The TT encapsulates the geometric relation between three views, independently of the scene structure [26]. This geometric constraint is more robust and without the mentioned drawbacks of the EG. The TT has 27 elements and it can be expressed using three $3 \times 3$ matrices $\mathbf{T}=\left\{\mathbf{T}_{1}, \mathbf{T}_{2}, \mathbf{T}_{3}\right\}$. Consider three corresponding points $\mathbf{p}, \mathbf{p}^{\prime}$ and $\mathbf{p}^{\prime \prime}$ as shown in figure 4(a) and their projection on the unitary sphere $\mathbf{X}, \mathbf{X}^{\prime}$ and $\mathbf{X}^{\prime \prime}$ expressed as $\mathbf{X}=\left(X^{1}, X^{2}, X^{3}\right)^{T}$. The incidence relation between these points is given by:

$$
\begin{equation*}
\left[\mathbf{X}^{\prime}\right]_{\times}\left(\sum_{i} X^{i} \mathbf{T}_{i}\right)\left[\mathbf{X}^{\prime \prime}\right]_{\times}=\mathbf{0}_{3 \times 3} \tag{7}
\end{equation*}
$$

where $[\mathbf{X}]_{\times}$is the common skew symmetric matrix. This expression provides a set of four linearly independent equations [27]. Thus, seven triplets of point correspondences are needed to compute the 27 elements of the tensor.

Consider a setup where images are taken from three different coplanar locations, i.e., with a camera moving at a fixed distance from the ground plane. In this case, several elements of the tensor are zero and only 12 elements are in general nonnull. Figure 4(b) depicts the upper view of three perspective cameras placed on the $x-y$ plane with global reference frame


Figure 4: Setup of the trifocal tensor constraint. (a) Point feature correspondences in three images. (b) Eye's-bird view of the geometry in the plane showing absolute locations with respect to a reference frame in $\mathbf{C}_{3}$ for perspective cameras. (c) Relative locations and their relationships with the tensor elements for omnidirectional cameras, similarly for perspective ones.
in the third view. Hence, the corresponding camera locations are $\mathbf{C}_{1}=\left(x_{1}, y_{1}, \phi_{1}\right), \mathbf{C}_{2}=\left(x_{2}, y_{2}, \phi_{2}\right)$ and $\mathbf{C}_{3}=(0,0,0)$. Figure 4(c) shows the relative locations for the same configurations of cameras but now depicting omnidirectional cameras. The same geometry turns out to be the same TT for both perspective and omnidirectional cameras if the points for the omnidirectional case are projected on the unitary sphere. The TT can be analytically deduced for this setup as done in [15]. For short notation, we use $c \beta=\cos \beta$ and $s \beta=\sin \beta$. Some important non-null elements of the tensor are the following:

$$
\begin{align*}
& T_{212}^{m}=-t_{x_{1}}, \quad T_{221}^{m}=t_{x_{2}} \\
& T_{223}^{m}=t_{y_{2}}, \quad T_{232}^{m}=-t_{y_{1}}, \tag{8}
\end{align*}
$$

where $t_{x_{i}}=-x_{i} c \phi_{i}-y_{i} s \phi_{i}, t_{y_{i}}=x_{i} s \phi_{i}-y_{i} c \phi_{i}$ for $i=1,2$ and where the superscript $m$ indicates that the tensor elements are computed from metric information. In practice, the estimated tensor has an unknown scale factor and this factor changes as the robot moves. This scaling problem can be avoided by normalizing each element of the tensor as $T_{i j k}=T_{i j k}^{e} / T_{N}$, where $T_{i j k}^{e}$ are the estimated TT elements obtained from point matches and $T_{N}$ is a suitable normalizing factor. We can see from (8) that $T_{212}$ and $T_{232}$ are non-null assuming that the camera location $\mathbf{C}_{1}$ is different from $\mathbf{C}_{3}$. Therefore, any of these elements is a good candidate as normalizing factor.

## 4 Navigation strategy

The autonomous navigation stage that allows the robot to follow the learned visual path can be achieved by applying a
non-null translational velocity at the same time that an adequate rotational velocity corrects the lateral deviation from the path. In this section, we describe that both of them, the EG and the TT, provide information about the lateral deviation from the path which can be used for feedback control. In the literature of visual control, these geometric constraints have been used for image-based control of mobile robots for pose regulation (homing) [24], [15], [16], [28], [17]. In these works, both the rotational and the translational velocities are computed from a geometric constraint and they are null when the desired pose is achieved. Although visual path following might be seen as a sequence of homing tasks, such approach would reduce the robot velocity every time an image from the path is approached, which is useless for navigation. Thus, the use of feedback of a geometric constraint has to be adapted to the particular problem. It is worth introducing that the whole path following task can be solved by using exclusively one of the geometric constraints, the EG or the TT, behaving better with the use of this last constraint. Next, two alternative schemes are described and, the benefits of using one or the other scheme are clarified in the section of results.

### 4.1 Epipole-based navigation

As described previously, the epipoles can be estimated from the essential matrix that encodes the EG between two images (3). Basically, the epipoles are the projection of the optical centers of each camera in the corresponding image. Therefore, the epipoles provide information of the translational direction between optical centers in a two-view configuration. We propose to use only the $x$-coordinate of the current epipole as feedback information to modify the robot heading, and then, to correct the lateral deviation from the path. As can
be seen in figure $3, e_{c x}$ is directly related to the required robot rotation to be aligned with the target, assuming that the optical center coincides with the rotational axis of the robot. Consider that the image $I_{t}\left(\mathbf{K}, \mathbf{C}_{t}\right)$ is one of the key images that belongs to the visual path and $I_{c}\left(\mathbf{K}, \mathbf{C}_{c}\right)$ is the current image as seen by the onboard camera. A reference frame is attached to the optical center associated to the target image, so that, the $x$-coordinate of the current epipole is given by (4).


Figure 5: Control strategy based on driving to zero the current epipole.

As can be seen in figure $5, e_{c x}=0$ means that the longitudinal axis of the camera-robot is aligned with the baseline and the camera is looking directly toward the target. Therefore, the control goal is to take this epipole to zero in a smooth way, which is achieved by using an appropriate time-varying reference. This procedure allows avoiding discontinuous rotational velocity when a new target image is requested to be reached. Additionally, we propose to take into account some a priori information of the shape of the visual path that can be obtained from the epipoles relating two consecutive key images. This allows us to adapt the translational velocity as shown later, and to compute a feedforward rotational velocity according to the shape of the path.

As for any visual control scheme, it is a need to express the interaction between the robot velocities and the rate of change of the visual measurements for the control law design, which in this case is given by:

$$
\begin{equation*}
\dot{e}_{c x}=-\frac{\alpha_{x} \sin (\phi-\psi)}{d \cos ^{2}(\phi-\psi)} v+\frac{\alpha_{x}}{\cos ^{2}(\phi-\psi)} \omega \tag{9}
\end{equation*}
$$

This equation that expresses the described interaction is derived in the Appendix. The equation will be used in Section 5 to design a controller for $\omega$, while an adequate profile of the translational velocity will be defined.

Other works have exploited the epipolar geometry for image-based visual servoing [24], [16]. The control laws presented in these works are not applicable to the path following problem, given that they are designed specifically to reach a desired pose. Both epipoles $e_{c x}$ and $e_{t x}$ are needed for the controller design. The contribution of the work herein with respect to these previous works is the design of an original feedforward control component. This presents a good piecewise constant behavior of the robot velocities, adequate for
the path following problem.

### 4.2 Trifocal tensor-based navigation

Consider that we have two images $I_{1}\left(\mathbf{K}, \mathbf{C}_{1}\right)$ and $I_{3}\left(\mathbf{K}, \mathbf{C}_{3}\right)$ that are key images of the visual path and the current view of the onboard camera $I_{2}\left(\mathbf{K}, \mathbf{C}_{2}\right)$. As can be seen in figure 4(c), the element $T_{221}$ of the TT provides direct information of the lateral deviation of the current location $\mathbf{C}_{2}$ with respect to the target $\mathbf{C}_{3}$. Let us denote the angle between the $\vec{y}_{3}$ axis and the line joining the locations $\mathbf{C}_{2}$ and $\mathbf{C}_{3}$ as $\phi_{t}$. Given the expression of the element of the tensor $T_{221}=t_{x_{2}}=$ $-x_{2} \cos \phi_{2}-y_{2} \sin \phi_{2}(8)$, it can be seen that if $T_{221}^{m}=0$, then $\phi_{2}=\phi_{t}=-\tan \left(x_{2} / y_{2}\right)$.

In such condition, the current camera $\mathbf{C}_{2}$ is looking directly toward the target as can be seen in figure 6 . In order to benefit from the better properties of the TT in comparison to the EG, we propose a second scheme to compute the rotational velocity by using the element $T_{221}$ as feedback information. The control goal is to drive this element with smooth evolution from its initial value to zero before reaching the next key image of the visual path.


Figure 6: Control strategy based on driving to zero the element of the trifocal tensor $T_{221}$.

We define a reference tracking control problem in order to avoid discontinuous rotational velocity in the switching of the key images. It is also possible to exploit the a priori information provided by the visual path to compute an adequate translational velocity and also to achieve piece-wise constant rotational velocity according to the learned path. In this trifocal tensor-based scheme, the rate of change of the chosen visual measurement only depends on the rotational velocity of the robot as follows:

$$
\begin{equation*}
\dot{T}_{221}=T_{223} \omega \tag{10}
\end{equation*}
$$

Intuitively, the independence of $T_{221}$ on $v$ is because $T_{221}$ is directly proportional to the lateral position error of $\mathbf{C}_{3}$ with respect to $\mathbf{C}_{2}$ expressed in the reference frame of $\mathbf{C}_{2}$ (see figure 4), so that, any longitudinal motion of $\mathbf{C}_{2}$ does not produce a change in the lateral error. The derivation of (10) can be seen in the Appendix. This equation will be used in Section 5 to find out the rotational velocity $\omega$. In the path following
problem it is enough only one element of the TT in order to control the deviation with respect to the path. We propose an adequate one-dimensional task function in this case, which is our main contribution with respect to the previous works using the TT [15], [17]. In the former, an over-constrained controller that may suffer from local minima problems is proposed from the TT. This is overcome in the second work by defining a square control system and using measurements from a reduced version of the TT, the so-called 1D-TT. However, none of the control laws of these works is directly applicable for visual path following. An additional contribution of this paper is an appropriate strategy for the particular problem of path following using the TT.

## 5 Control law for autonomous navigation

The proposed control law is expressed in a generic way in order to drive the robot to follow the visual path using one of the aforementioned navigation strategies. Both alternatives are evaluated in this work and a comprehensive comparison of them is provided in the section of results. Let us define a scalar task function that is defined for each segment of the visual path between two consecutive key images. The task function must be driven to zero for each segment of the visual path. This function represents the tracking error of the current visual measurement $m$ with respect to a desired reference $m^{d}(t)$ :

$$
\begin{equation*}
\zeta=m-m^{d}(t) \tag{11}
\end{equation*}
$$

where the visual measurement $m$ is $e_{c x}$ or $T_{221}$ according to the scheme to be used. This means that the same type of visual measurement is used for the whole task. Although it is not indicated explicitly, the tracking error is defined using the $i^{t h}$ key image as target. The following nonlinear differential equation represents the rate of change of the tracking error as given by the robot velocities and it is obtained by taking the time-derivative of the corresponding visual measurement:

$$
\begin{equation*}
\dot{\zeta}=f_{1}(\mathbf{m}) v+f_{2}(\mathbf{m}) \omega_{t}-\dot{m}^{d}(t) \tag{12}
\end{equation*}
$$

where $\mathbf{m}$ is the whole information that can be obtained from the corresponding geometric constraint (4) or (8). In the case of epipolar feedback $f_{1}(\mathbf{m})=-\frac{\alpha_{x} \sin (\phi-\psi)}{d \cos ^{2}(\phi-\psi)}$ and $f_{2}(\mathbf{m})=$ $\frac{\alpha_{x}}{\cos ^{2}(\phi-\psi)}$ according to (9). In the case of measurements from the TT, $f_{1}(\mathbf{m})=0$ and $f_{2}(\mathbf{m})=T_{223}$ as can be seen in (10). We define the desired behavior through the differentiable sinusoidal reference

$$
\begin{array}{ll}
m^{d}(t)=\frac{m(0)}{2}\left(1+\cos \left(\frac{\pi}{\tau} t\right)\right), & 0 \leq t \leq \tau \\
m^{d}(t)=0, & t>\tau
\end{array}
$$

where $m(0)$ is the value of the visual measurement when a new target image is requested to be reached and $\tau$ is a suitable time in which the visual measurement must reach zero, before the next switching of key image. Thus, a timer is restarted at each instant when a change of key image occurs. The timeparameter required in the reference can be replaced by the number of iterations of the control cycle. Note that this reference trajectory provides a smooth zeroing of the desired visual measurement from its initial value as can be seen in figure 7.


Figure 7: Measurements reference $m^{d}(t)$ and its timederivative $\dot{m}^{d}(t)=-(\pi m(0) / 2 \tau) \sin (\pi t / \tau)$ for $m(0)=1$ and $\tau=1 \mathrm{~s}$.

The velocity $\omega_{t}$ can be worked out by using input-output linearization of the error dynamics. Thus, the following rotational velocity assigns a new dynamics to the error (12) through the auxiliary input $\delta_{a}$ :

$$
\begin{equation*}
\omega_{t}=-\frac{f_{1}(\mathbf{m})}{f_{2}(\mathbf{m})} v+\frac{1}{f_{2}(\mathbf{m})}\left(\dot{m}^{d}+\delta_{a}\right) \tag{14}
\end{equation*}
$$

where $\delta_{a}=-k \zeta$ with $k>0$ being a control gain. We use the subscript $t$ for the rotational velocity to denote that this velocity has been designed to achieve tracking of the reference $m^{d}(t)$. The rotational velocity (14) reduces the error dynamics (12) to the closed-loop linear behavior $\dot{\zeta}=-k \zeta$. To verify the well-definition of the rotational velocity, for the EG control we have:

$$
\frac{f_{1}(\mathbf{m})}{f_{2}(\mathbf{m})}=\frac{-\sin (\phi-\psi)}{d}, \text { and } \frac{1}{f_{2}(\mathbf{m})}=\frac{\cos ^{2}(\phi-\psi)}{\alpha_{x}}
$$

These terms are bounded for any difference of angles $\phi-\psi$, and hence, there are no singularities for the EG control. For the TT-based control a singularity might occur given that $f_{2}(\mathbf{m})$ is zero if the longitudinal error reaches zero $\left(T_{223} \propto\right.$ $\left.t_{y_{2}}\right)$. We prevent the occurrence of such condition by using an adequate key image switching strategy, detailed later in Section 5.2. This strategy is based on aligning the robot toward the next key image in $\tau$ seconds, in which an intermediate location $d_{\text {min }}$ is reached. Recall that $d_{\text {min }}$ is assumed as a conservative value of the minimum distance between any pair of consecutive key images. After $\tau$ seconds, we make $\omega_{t}=0$ and the robot moves with a constant orientation given by $\bar{\omega}$ until an image error starts increasing or the current time exceeds $1.1 \tau$. This strategy prevents the appearance of a sin-
gularity. However, additionally for the TT-based control, we implement that if $f_{2}(\mathbf{m})$ is below a threshold then $\omega_{t}=0$.
Since the control goal of this controller is the reference tracking, $\omega_{t}$ starts and finishes at zero for every key image. In order to maintain the velocity around a constant value we propose to add a term for a nominal or feedforward rotational velocity $\bar{\omega}$. We propose to use a priori information extracted from the set of key images to apply an adequate translational velocity and to compute a feedforward rotational velocity. The next section details how this component of the velocity is obtained. So, the complete rotational velocity can be eventually computed as:

$$
\begin{equation*}
\omega=k_{t} \omega_{t}+\bar{\omega} \tag{15}
\end{equation*}
$$

where $k_{t}>0$ is a weighting factor on the reference tracking control $\omega_{t}$. It is worth emphasizing that the velocity $\omega_{t}$ by itself is able to drive the robot along the visual path, however, the complete input velocity (15) behaves more natural around constant values. We will refer as RT to the reference tracking control alone, $\omega_{t}(14)$, and as FF+RT to the complete control, $\omega$ (15).

### 5.1 Exploiting information from the memory

Previous image-based approaches for navigation using a visual memory only exploit local information, i.e., the required rotational velocity is only computed from the current and the next nearest target images. We propose to exploit information encoded in the visual path in order to have an a priori information about the whole path without the need of a 3D reconstruction or representation of the path, unlike [3], [4], [6]. Although the effectiveness of a position-based scheme is not questionable, the effort to achieve a good accuracy may be superior to the obtained gain. Thus, we prefer a qualitative measure of the path curvature. Let us define a visual measurement computed from consecutive pairings/triplets of key images with target in the $i^{\text {th }}$ key image:

$$
m^{k i}=e_{c x}, \text { or } m^{k i}=T_{221} / T_{223}
$$

where the superscript $k i$ stands for key image. Figure 8 shows that $m^{k i}$ is related to the orientation of the camera in the $(i-1)^{t h}$ frame with respect to the $i^{t h}$ frame, so that, $m^{k i}$ gives a notion of the curvature for each segment of the path. In order to simplify the notation, we have not used a subscript to denote the $i^{t h}$ segment of the path, but recall that the visual measurement $m^{k i}$ is computed for each segment between key images with target in the $i^{t h}$ one.

We propose a smooth change of the translational velocity depending on the curvature of the path encoded in $m^{k i}$. Thus, the translational velocity is computed through the following mapping for every segment between key images:


Figure 8: Notion of curvature of the path given by the visual measurement $m^{k i}=e_{c x}$ or $m^{k i}=T_{221} / T_{223}$ for two consecutive key images with target in the $i^{t h}$ key image.

$$
\begin{equation*}
v=\frac{v_{\max }+v_{\min }}{2}+\frac{v_{\max }-v_{\min }}{2} \tanh \left(\frac{\pi}{2}-\frac{\left|m^{k i} / d_{\min }\right|}{\sigma}\right) \tag{16}
\end{equation*}
$$

where $\sigma$ is a positive parameter that determines the distribution of the velocities between the user-defined limits [ $\left.v_{\min }, v_{\max }\right]$. Figure 9 depicts the mapping for the translational velocity for different parameters $d_{\text {min }}$ and $\sigma$. It can be seen that $v$ is high (according to $v_{\max }$ ) if $m^{k i}$ is small, which corresponds to a small curvature, and $v$ is low (according to $v_{\min }$ ) if $m^{k i}$ is large, i.e., a large curvature is estimated.


Figure 9: Mapping for the translational velocity as a function of the level of curvature encoded in $m^{k i}$. The limits of the velocity for the plots are set to $v_{\min }=0.2 \mathrm{~m} / \mathrm{s}, v_{\max }=0.4$ $\mathrm{m} / \mathrm{s}$.

The curvature of the path is related to the ratio $\omega / v$, which is proportional to $m^{k i}=t_{x_{2}} / t_{y_{2}}$ as shown in figure 8 . Therefore, once a translational velocity $(v)$ is set from (16) for each key image, its value can be used to compute the nominal velocity $\bar{\omega}$, proportional to the visual measurement $m^{k i}$, as follows:

$$
\begin{equation*}
\bar{\omega}=\frac{k_{m} v}{d_{\min }} m^{k i} \tag{17}
\end{equation*}
$$

where $k_{m}<0$ is a constant factor to be set. On the one hand, we assume that the commanded translational velocity can be precisely executed by the robot and there is not a feedback component for this velocity. On the other hand, the nominal rotational velocity by itself is able to correct the robot's orientation in order to approximately follow the path. However, the
required closed-loop correction is introduced by the reference tracking control (14) in the complete control (15).

### 5.2 Timing strategy and key image switching

The proposed control method is based on taking to zero the visual measurement $m$ before reaching the next key image, which imposes a constraint for the time $\tau$. Thus, a strategy to define this time is related to the minimum distance between key images $\left(d_{\min }\right)$ and the translational velocity $(v)$ for each key image as follows:

$$
\begin{equation*}
\tau=\frac{d_{\mathrm{min}}}{v} \tag{18}
\end{equation*}
$$

By running the controller (14) with the reference (13), the time $\tau$ and an appropriate control gain $k$, the robot is oriented toward the target and it reaches an intermediate location determined by $d_{\text {min }}$. In the best case, when $d_{\text {min }}$ coincides with the real distance between key images, the robot reaches the location associated to the corresponding key image. In order to achieve an adequate correction of the longitudinal error for each key image, if $t>\tau$ the reference (13) is maintained in zero ( $m^{d}(t)=0$ ) and $\omega_{t}=0$ until the image error starts to increase or the current time exceeds $1.1 \tau$. This means that after $\tau$ seconds, we allow the robot moving at a constant rotational velocity given by $\bar{\omega}$ for at most $10 \%$ of the time $\tau$. During this time the image error might start to increase and then, a new target image must be given. Otherwise, the condition $t>1.1 \tau$ determines the key image switching. The image error is defined as the mean squared error between the $r$ corresponding image points of the current image ( $\mathbf{p}_{i, j}$ ) and points of the next closest target key image ( $\mathbf{p}_{j}$ ), i.e.:

$$
\begin{equation*}
\epsilon=\frac{1}{r} \sum_{j=1}^{r}\left\|\mathbf{p}_{j}-\mathbf{p}_{i, j}\right\|, \tag{19}
\end{equation*}
$$

where $r$ is the number of used corresponding points. Similarly to the behavior reported in [7], the image error decreases monotonically until the robot reaches each target image by using the proposed controllers. In our case, the switching condition for the next key image is defined by the increment of the image error, which is verified by using the current and the previous difference of instantaneous values of the image error.

In order to clarify the steps to implement the proposed approach, they are summarized in the Algorithm 1.

The proposed approach outperforms existing approaches of visual navigation in the literature given that it generates the continuity of the rotational velocity when a new target image is given and its applicability is broaden to any camera obeying approximately a central projection. Moreover, the use of a geometric constraint allows the gathering and indirect filtering of many point features into a single measurement. This

```
Off-line computation
Input parameters: \(v_{\min }, v_{\max }, d_{\min }, \sigma, k_{m}\).
1. Calibrate camera to obtain \(\mathbf{K}\) and mirror parameters.
2. Estimate visual measurements \(m^{k i}\) from key images.
3. Compute \(v\) for segments between key images from (16)
4. Compute \(\bar{\omega}\) for segments between key images from (17).
5. Compute \(\tau\) for segments between key images from (18).
On-line computation
Input parameters: \(d_{\text {min }}, k_{t}\) (For EG: \(d, \alpha_{x}\), where
\(\alpha_{x}=1\) for omnidirectional vision).
Output: robot velocities \((v, \omega\) ).
for initial key image to final key image do
    \(t=0\);
    Estimate initial measurement \(m(0)\);
    while \(t \leq 1.1 \tau\) do
        EG: Estimate epipoles (4) and angles (6);
        TT: Estimate the TT (8) and normalize it;
        Compute \(m^{d}(t)(13)\) and \(\dot{m}^{d}(t)\);
        Compute the tracking error \(\xi(11)\);
        Compute the RT control \(\omega_{t}\) (14);
        If selected, compute the FF+RT control \(\omega\) (15);
        Smooth the changes of \(v\) from the off-line stage;
        if \(t>\tau\) then
            \(\omega_{t}=0\);
            if \(\epsilon\) (19) is increasing then
                break while;
            end if
        else
            Increase \(t\)
        end if
    end while
end for
```

Algorithm 1: Summary of the proposed visual navigation scheme.
scheme, being an image-based scheme, does not require the extraction of pose parameters, which limits the effect of noise.

## 6 Experimental evaluation

In this section, we present some simulations results of the proposed navigation schemes and a fair comparison of them is developed. We use the generic camera model [19] to generate synthetic images from the 3D scene of figure 10 . The scene consists of the 12 corners of 3 rectangles. In our preliminary work [13], simulation results are analyzed for fisheye cameras. Currently, we focus on comparing the proposed control schemes using a central catadioptric system looking upward.

A set of key images is obtained according to the motion of the robot through the predefined path. Some examples of camera locations associated to key images are shown in figure 10. The learned path starts in the location $\left(5,-5,0^{\circ}\right)$ and finishes just before closing the 54 m long loop. The camera


Figure 10: 3D scene and predefined path showing some locations of a central catadioptric camera looking upward.
parameters are used to compute the points on the sphere from the image coordinates as explained in Section 3.2.

### 6.1 EG-based control vs TT-based control

A comparison of the proposed approach using different visual measurement under the same conditions is carried out through the reference tracking control (RT control of (14)). Hypercatadioptric images of size $800 \times 600$ with parameters $\alpha_{x}=742, \alpha_{y}=745, u_{0}=400, v_{0}=300$, all of them in pixels and $\xi=0.9662$ are used. A typical 8-point algorithm has been used to estimate the essential matrix and then the epipoles, while a basic 7-point algorithm has been used to estimate the trifocal tensor [26]. The setup of the visual path for this comparison is: 28 key images randomly separated along the predefines path from 1.8 m to 2.0 m , so that a minimum distance $d_{\text {min }}=1.75 \mathrm{~m}$ is assumed. A Gaussian noise with standard deviation of 1 pixel is added to the image coordinates. The translational velocity is bounded between $v_{\text {min }}=0.2 \mathrm{~m} / \mathrm{s}$ and $v_{\max }=0.4 \mathrm{~m} / \mathrm{s}$ and it is computed according to (16) with $\sigma=0.1$. It is clear that the velocity for reference tracking (14) reduces the error dynamics to the linear behavior $\dot{\zeta}=-k \zeta$, which exhibits an exponentially stable behavior. Then, the RT control must ensure convergence of the error before the time $\tau$. In order to accomplish such constraint, the control gain must be related to the time $\tau$. Thus, once $\tau$ is computed from (18), the control gain $k$ can be set as $k=12.5 / \tau$.

We can see in figure 11 that the resultant path of the autonomous navigation stage is almost similar to the learned one for any of both approaches. Although the initial location is out of the learned path, the robot gets close to the path just in the second key image. We have included labels at the corresponding positions along the path for $60 \mathrm{~s}, 100 \mathrm{~s}$ and 140 s in order to give a reference when observing the next figures.

Figure 12 provides a quantitative comparison of the performance of both approaches through the Cartesian position error and the angular error with respect to the reference path, as


Figure 11: Resultant paths using the RT control and measurement given by the EG and the TT. The distribution of 28 key images is shown over the track traced using the TT control.
well as the image error with respect to the key images. It can be seen that both controls exhibit a comparable performance with a light superiority of the TT control. However, the real superiority of the TT control can be seen in figure 13, where the computed rotational velocity is shown for both TT and EG controls. The velocity given by the TT control is much less affected by the image noise. Notice the occurrence of undesirable large peaks in the rotational velocity given by the EG control in some key image switching, which are due to the short baseline problem of the epipolar constraint. This issue can be also appreciated in the reference tracking performance of figure 14. Although both controls are able to drive the corresponding measurement to track the desired trajectory, the TT control outperforms the EG control given its robustness against image noise.


Figure 12: Performance comparison using the RT control and measurement given by the EG and the TT.


Figure 13: Computed rotational velocities using the RT control and measurement given by the TT and the EG.


Figure 14: Reference tracking performance, where the reference trajectory is given by (13). The RT control is used and the measurements are given by the TT and the EG, respectively.

### 6.2 RT control vs FF+RT control

In the sequel of the simulations results, the TT control is used given its superior performance according to the previous results. In this section, a comparison of the RT control alone (14) with respect to the $\mathrm{FF}+\mathrm{RT}$ control (15) is presented. In order to show the performance of the scheme with different imaging systems, paracatadioptric synthetic images of size $1024 \times 768$ pixels are used for the rest of the simulations. The vision system parameters are $\alpha_{x}=950, \alpha_{y}=954$, $u_{0}=512, v_{0}=384$, all of them in pixels and $\xi=1$. In this case, 36 key images are distributed randomly along the learned path. The distance between consecutive key images is between 1.42 m and 1.6 m , in such a way that a minimum distance $d_{\min }=1.4 \mathrm{~m}$ is assumed. The image coordinates are


Figure 15: Resultant paths using the controls RT and FF+RTw (weak component of RT) with the TT as measurement. The distribution of 36 key images is shown over the track traced using the FF+RTw control.
affected by an image noise of standard deviation of 1 pixel. The same limits of the translational velocity $v_{\min }=0.2 \mathrm{~m} / \mathrm{s}$ and $v_{\max }=0.4 \mathrm{~m} / \mathrm{s}$ are used in (16) with $\sigma=0.1$. For the case of the FF+RT control, the weighting factor $k_{t}$ on the RT control introduced in (15) is set to $k_{t}=0.003$, in such a way that its effect is weak and the major effect on the control is given by the feedforward term $\bar{\omega}$. We refer to such case $\mathrm{FF}+\mathrm{RTw}$.

It can be seen in figure 15 that the path following task for both cases of control RT and FF+RTw is successfully accomplished starting from an initial location on the path. It is worth noting that $\mathrm{FF}+\mathrm{RTw}$ control, where the major contribution is given by $\bar{\omega}$, is not efficient when the initial robot position is far from the path. However, a suitable $k_{t}$ allows both controls to be combined accordingly as shown in the next section. Although a small $k_{t}$ delays convergence toward the path, the feedback component given by $k_{t} \omega_{t}$ is enough to achieve convergence from small deviations. Figure 16 presents the plots of the Cartesian position error, the angular error and the image error in order to compare the performance of the RT and the FF+RTw controls. We can see that a comparison from these results is not completely conclusive, given that the maximum position error is obtained using the RT control while the mean position error is larger for the $\mathrm{FF}+\mathrm{RTw}$ control ( 10.6 cm vs 7 cm ). Both controls have their maximum errors during the sharpest curves, where the image error is larger for the RT control. However, although the performance of the RT control and the $\mathrm{FF}+\mathrm{RTw}$ control are actually comparable, the real benefit of the $\mathrm{FF}+\mathrm{RTw}$ control can be appreciated in the profile of the computed rotational velocities shown in figure 17. The nominal or feedforward value $\bar{\omega}$ allows the robot to achieve a piece-wise constant rotational velocity


Figure 16: Performance comparison using the RT and FF+RT controls with the TT as measurement. The FF+RT control is evaluated using a weak component of the RT control ( $\mathrm{FF}+\mathrm{RTw}$ ) as well as a strong component ( $\mathrm{FF}+\mathrm{RTs}$ ). In the case of the FF+RTs control, the robot starts out of the path (see figure 18).
with a mounted small component due to $\omega_{t}$, which corrects small deviations from the reference path. The same figure 17 presents the varying translational velocity as given by (16) for the whole path. Notice that the velocity is lower from 0 to 55 s than from 56 s to 95 s , which corresponds to the initial curve and the straight segment of the path respectively. This means that the commanded translational velocity corresponds to the level of curvature of the path. We have to point out that the translational velocity computed in the off-line stage from (16) changes in discrete values and these changes must be made smooth to avoid undesired accelerations. We have implemented a sigmoidal transition to smooth the changes of $v$ at key image switching.

### 6.3 Combining feedforward and reference tracking controls

As said previously, the weighting factor $k_{t}$ allows the combination of the feedforward and reference tracking controls in such a way that the complete control given by (15) is also efficient when the robot is far from the reference path defined by the key images. The same setup of vision system and visual path of the previous section is used. The weighting factor $k_{t}$


Figure 17: Computed robot velocities given by the RT and FF+RT controls using a weak component of the RT control ( $\mathrm{FF}+\mathrm{RTw}$ ) as well as a strong component ( $\mathrm{FF}+\mathrm{RTs}$ ), with the TT as measurement.
on the RT control $\omega_{t}$ is set to $k_{t}=0.1$, in such a way that the component of the RT control is strong. We refer to this case as $\mathrm{FF}+\mathrm{RT}$. Figure 18 shows that the combined approach is able to drive the robot to the reference path from an initial location significantly far from the path. In figure 16 , it can be seen that the Cartesian position error and the angular error are around zero after 40s, i.e., after the 6th key image. Around 140s, when the robot traverses a sharp curve, the error increases slightly and the RT component of the control corrects the deviation. The effect of this component can be seen in the computed rotational velocity of figure 17. The velocity keeps the desirable piece-wise constant profile observed in the FF+RTs control of figure 17 when the position error is low, while the RT component modifies the profile when the error is large, as at the beginning of the navigation. It can be seen that the control scheme is independent of the translational velocity. Although the robot starts out of the path, the same profile of translational velocity is used like in the previous case where the robot starts on the path and the commanded task is efficiently accomplished. It is worth noting the possibility of designing an adaptive controller which modifies the parameter $k_{t}$ as a function of the visual measurement, however, this is left as future work.

In order to show the behavior of the visual information in the image plane, we present the motion of some point features along the navigation in figure 19(a). It is appreciable the advantage of using a central catadioptric system looking upward, which is able to see the same scene during the whole navigation. The snapshots of figure 19(b) show the point features of key images and the current point features at key image switching. The snapshot on the left corresponds to the 7th key image (located in the initial curve) and the right snapshot cor-


Figure 18: Resultant path using a combination of the feedforward and reference tracking controls, with a strong component of the last ( $\mathrm{FF}+\mathrm{RTs}$ ) and the TT as measurement. The distribution of 36 key images is also shown.
responds to the 17th key image (located in the long straight part of the path). As expected, an image error remains when a key image is located along a curve. It is worth noting the effectiveness of the estimation of the TT through points on the sphere obtained from coordinates in the image. Figure 20 presents an example of the projection on the sphere of a triplet of the images used for the navigation.

The proposed navigation scheme in the same form FF+RTs (combination of feedforward control and a strong component of reference tracking) is evaluated against image noise. The TT is used as measurement and the initial location is on the path, in such a way that deviations from the path are effect of the noise. A Gaussian noise with different standard deviation is added to the coordinates of point features. The mean of the absolute values of position and angular errors shown in figure 21 are obtained by averaging over 50 Monte Carlo (MC) runs for each noise level. As expected, there is a tendency to increase the error with the increment of noise level, however, the path following task is always accomplished in such conditions.

### 6.4 Evaluation using a dynamic simulator

An experimental evaluation has been conducted with the widely used Webots simulator. The set-up consists in a Pioneer 2 robot carrying a single perspective camera, included the dynamics of the robot, not involved in the previous simulations. The environment is made of textured walls on which the feature points used for the evaluation of the trifocal tensor are found. The images taken by the robot camera are $640 \times 480$. A set of 80 key images is previously generated by driving the robot along an arc of circle path. Two key images and the

(a)

(b)

Figure 19: Example of the synthetic visual information: (a) Motion of the points in the images for the navigation of figure 18. The markers are: initial image ".", final key image "O", final reached location " $\times$ ". (b) Snapshots of current image " $\times$ " and the corresponding key image "O".
current image observed by the robot-camera are used at each iteration for the estimation of the TT. The robot is settled at an initial location with a small lateral deviation from the reference path. We have fixed the translational velocity to 0.05 $\mathrm{m} / \mathrm{s}$ along the navigation.

In each key image selected along the circular path (the visual memory), a set of Shi-Tomasi points is detected. Then, to produce stable and consistent matchings for their posterior use in TT estimation, the following process is applied: the points detected in key frame $k-2$ are tracked by the LucasKanade point tracker in frames $k-1$ and $k$; also, the points tracked in frame $k$ are tracked back in frame $k-1$. This way, if the results of the point tracking from frame $k-2$ to frame $k-1$ are quite distant from the results of point tracking from frame $k-2$ to $k$ and back to $k-1$, they are simply discarded. This simple algorithm produces sets of matched points for all consecutive groups of three key frames.

For the navigation in this visual memory, we have assumed that the localization problem is solved, i.e. the closest key frame associated to the first robot position is known. Then, we use the algorithm described in Section 5: given the current key frame $k$ and the current image taken by the robot, we track the interest points associated to frame $k$ in the current image, and respectively from key frames $k-1$ and $k+1$ (to apply


Figure 20: Example of a triplet of images projected on the unitary sphere.


Figure 21: Robustness against image noise of the proposed scheme in the form $\mathrm{FF}+\mathrm{RTs}$ with initial location on the path.
a consistency test similar to the one described above for the construction of the visual memory); the TT is estimated under the RANSAC algorithm with the matched points. Finally, the computed angular velocity is applied to the robot.
The controller used in the dynamic simulation is in the form of FF+RTs control. Figure 22 shows the performance of our scheme for the visual path following task. Both the learned reference path and the replayed one are shown. The learned path is followed really close during the whole navigation. Figure 23 depicts the rotational velocity given by the controller. It can be seen that the rotational velocity remains around the constant value given by the feedforward term. The velocity exhibits a kind of sinusoidal behavior because the robot position oscillates a little bit around the path. The image error at each iteration is shown in figure 23 . The error presents a good decay for each segment between key images.

As an example of the visual information used in the dynamic simulation, figure 24(a) presents one of the first triplets of images used for the estimation of the TT. From left to right, the first key image, the image currently seen by the robotcamera and the second key image are shown. The corresponding image points between the triplet of images are also shown for each one of them. Figure 24(b) illustrates the model of the environment used. Snapshots of the scene with the robot


Figure 22: Evaluation of the proposed navigation scheme following an arc of circle path, obtained in the dynamic simulator Webots with the TT as measurement and the FF+RTs control.


Figure 23: Evaluation of the proposed navigation scheme using a dynamic simulator with the TT as measurement and the FF + RTs control. (a) Computed rotational velocity. (b) Image error.
at three different locations along the navigation are presented. The overall performance of the proposed navigation scheme is proved to be good including dynamic effects. Although dynamic simulation induces for example a small sway motion of the camera, that introduces errors in the model deduced until here from the planar assumption, the presented simulations validate the correct behavior and performance of our proposal.

### 6.5 Real-world experiments

In order to test the proposed control scheme in a real situation even not for the best option of control, we present an experimental run of a path following task using the EG control. We have used the software platform described in [6] for this purpose. This software selects a set of key images to be reached from a sequence of images that is acquired in a learning stage. It also extracts features from the current view and the next closest key image, matches the features between these two im-


Figure 24: Images from the dynamic simulation of the proposed navigation scheme using Webots. (a) Example of a triplet of images used for the estimation of the TT. From left to right: first key image, current image and second key image. (b) Snapshot of the environment where the robot is shown during the navigation. From left to right: initial location, location around key image 25 and location around key image 45.
ages at each iteration and computes the visual measurement. The interest points are detected in each image with Harris corner detector and then matched by using a Zero Normalized Cross Correlation score. The software is implemented in C++ and runs on a common laptop. Real-world experiments have been carried out for indoor navigation along a living room with a Pioneer robot. The imaging system consists of a Fujinon fisheye lens and a Marlin F131B camera looking forward, which provides a field of view of 185 deg . The size of the images is $640 \times 480$ pixels. The camera calibration parameters have been found by using the toolbox [22], however, other options can be used, e.g., [29] and [30]. A constant translational velocity $v=0.1 \mathrm{~m} / \mathrm{s}$ is used along the navigation and a minimum distance between key images $d_{\text {min }}=0.6 \mathrm{~m}$ is assumed.

Figure 25(a) shows the resultant and learned paths for one of the experimental runs as given by the robot odometry. In this experiment, we test the RT control to ensure a complete correction from an initial robot position that is far from the learned path. The reference path is defined by 12 key images. We can see that after some time, the reference path is reached and followed closely. The robot reaches the reference path by moving forward given that the localization process gives the first key image to be reached in front of the initial location. The computed rotational velocity is presented in the first plot of figure $25(\mathrm{~b})$. The robot follows the visual path until a point
where there are not enough number of matched features (less than 30 matches while the mean was 110). In the same plot, we depict the nominal rotational velocity in order to show that it follows the shape of the path. In the second plot of figure 25(b) we can see that the image error is not reduced initially because the robot is out of the path, but after it is reached, the image error for each key image is reduced. The figure 25(c) presents a sequence of images as acquired for the robot camera during the navigation.

It is worth commenting that in this experiment the robot has stopped slightly earlier than expected. The reason is the particular situation of the observed scene at the end of the path. In that moment the scene has really little texture, which reduces significantly the amount of matched points. The robot is stopped by the software implementation that we used when the number of points correspondences might jeopardize the good estimation of the epipoles. However, we can state that the proposed navigation scheme is also applicable for longdistance navigation provided that enough number of good matchings are obtained from a robust features matching process.


Figure 25: Real-world experiment for indoor navigation using a fish eye camera and the epipoles for feedback. (a) Learned path and resultant replayed path. (b) Computed rotational velocity and image error. (c) Sequence of images during navigation.

## 7 Conclusions

In this paper, we have developed a control scheme for visual path following, for which, no pose parameters decomposition is carried out. The value of the current epipole or one element of the trifocal tensor is the unique required information by the control law. The use of a geometric constraint allows to gather the information of many point features in only one measurement in order to correct the lateral deviation from the visual path. The approach avoids discontinuous rotational velocity when a new target image must be reached and, eventually, this velocity can be piece-wise constant, which actually represents a contribution with respect to previous works. The translational velocity is adapted according to the shape of the path and the control performance is independent of its value. The proposed scheme relies on the camera calibration parameters to compute the geometric constraints from projected points on the sphere, however, they can be easily obtained using one of the calibration tools currently available in the web. Although both epipolar control and trifocal tensor control solve the navigation problem efficiently, the scheme using feedback
of the trifocal tensor provides better results due to its better conditioning and robustness against image noise. The proposed scheme has exhibited good performance according to simulation results and real-world experiments.

## A Appendix. Interaction between visual measurements and robot velocities

The derivation of the expressions (9) and (10) is presented next. These expressions represent the dependence of the rate of change of the visual measurements on the robot velocities. Thus, the time derivative of the $x$-coordinate of the current epipole (4) after simplification is given by:

$$
\dot{e}_{c x}=\alpha_{x} \frac{\dot{x} y-x \dot{y}+\dot{\phi}\left(x^{2}+y^{2}\right)}{(y \cos \phi-x \sin \phi)^{2}}
$$

Using the kinematic model of the camera-robot (1), we have:

$$
\dot{e}_{c x}=\alpha_{x} \frac{-y v \sin \phi-x v \cos \phi+\omega\left(x^{2}+y^{2}\right)}{(y \cos \phi-x \sin \phi)^{2}}
$$

and using the polar coordinates (5) and some algebra:

$$
\dot{e}_{c x}=\alpha_{x} \frac{v(-\sin \phi \cos \psi+\cos \phi \sin \psi) / d+\omega}{(\cos \phi \cos \psi+\sin \phi \sin \psi)^{2}}
$$

Finally, using trigonometry, it turns out the interaction relationship (9):

$$
\dot{e}_{c x}=-\frac{\alpha_{x} \sin (\phi-\psi)}{d \cos ^{2}(\phi-\psi)} v+\frac{\alpha_{x}}{\cos ^{2}(\phi-\psi)} \omega
$$

A similar procedure is followed to obtain the timederivative of $T_{221}$ according to (8) and using the camera-robot model (1):

$$
\begin{aligned}
\dot{T}_{221}^{m} & =-\dot{x}_{2} c \phi_{2}+x_{2} \dot{\phi}_{2} s \phi_{2}-\dot{y}_{2} s \phi_{2}-y_{2} \dot{\phi}_{2} c \phi_{2} \\
\dot{T}_{221}^{m} & =v s \phi_{2} c \phi_{2}+x_{2} \omega s \phi_{2}-v s \phi_{2} c \phi_{2}-y_{2} \omega c \phi_{2} \\
& =\left(x_{2} s \phi_{2}-y_{2} c \phi_{2}\right) \omega
\end{aligned}
$$

The expression in parenthesis corresponds to the relative position between $\mathbf{C}_{2}$ and $\mathbf{C}_{3}$, i.e, $t_{y_{2}}=T_{223}^{m}$, so that:

$$
\dot{T}_{221}^{m}=T_{223}^{m} \omega
$$

Finally, by dividing both sides of the equation by the constant element $T_{232}$ the normalized expression (10) is obtained:

$$
\dot{T}_{221}=T_{223} \omega
$$
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