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Abstract
Many applications of wheeled mobile robots demand a good
solution for the autonomous mobility problem, i.e., the nav-
igation with large displacement. A promising approach to
solve this problem is the following of a visual path extracted
from a visual memory. In this paper, we propose an image-
based control scheme for driving wheeled mobile robots along
visual paths. Our approach is based on the feedback of infor-
mation given by geometric constraints: the epipolar geome-
try or the trifocal tensor. The proposed control law only re-
quires one measurement easily computed from the image data
through the geometric constraint. The proposed approach has
two main advantages: explicit pose parameters decomposition
is not required and the rotational velocity is smooth or even-
tually piece-wise constant avoiding discontinuities that gener-
ally appear in previous works when the target image changes.
The translational velocity is adapted as demanded for the path
and the resultant motion is independent of this velocity. Fur-
thermore, our approach is valid for all cameras with approxi-
mated central projection, including conventional, catadioptric
and some fisheye cameras. Simulations and real-world exper-
iments illustrate the validity of the proposal.

Key words: Visual navigation, visual path following, vi-
sual memory, epipolar geometry, trifocal tensor

1 Introduction
The strategies to improve the navigation capabilities of
wheeled platforms result of great interest in robotics and par-
ticularly in the field of service robots. A good strategy for
visual navigation is based on the use of the so-called visual
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memory. This approach consists of two stages. First, there is
a learning stage in which a set of images is stored to represent
the environment. Then, a subset of those images (key images)
is selected to define a path to be followed in an autonomous
stage. This approach may be applied for autonomous personal
transportation in places under structured demand, like airport
terminals, attraction resorts or university campuses, etc. The
visual memory approach has been introduced in [1] for con-
ventional cameras and extended in [2] for omnidirectional
cameras. Later, some position-based schemes relying on the
visual memory approach have been proposed with a 3D recon-
struction carried out either using an EKF-based SLAM [3],
or a structure from motion algorithm through bundle adjust-
ment [4]. A complete map building is avoided in [5] and [6]
by relaxing to a local Euclidean reconstruction from the ho-
mography and essential matrix decomposition respectively,
using generic cameras.

In general, image-based schemes for visual path following
offer good performance with higher closed loop frequency.
The work in [7] proposes a qualitative visual navigation
scheme that is based on some heuristic rules. A Jacobian-
based approach that uses the centroid of the abscissas of the
feature points is presented in [8]. Most of the aforemen-
tioned approaches suffer the problem of generating discon-
tinuous rotational velocities when a new key image must be
reached. This problem is tackled in [9] for conventional cam-
eras, where the authors propose the use of a time-independent
varying reference. A different approach of visual path follow-
ing is presented in [10], where the path is defined by a line
painted on the floor.

The approach based on a visual memory is a mature
paradigm for robot navigation that allows a path to be re-
played at different conditions than in the learning phase. Even
more important, this approach has the benefits of the closed
loop control, in contrast to a simplistic approach of replying
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the control commands of the training phase in open loop. It is
worth noting that, as opposed to the trajectory tracking prob-
lem, in the path following problem there is not a time-based
parametrization of the path. Additionally, in the path follow-
ing problem we are not interested in reaching a strict desired
configuration as in the pose regulation problem [11]. The vi-
sual path following problem with collision avoidance has been
tackled in [12] relying on an on-board range scanner for ob-
stacle detection, given the complexity of this task using a pure
vision system.

In this paper, we propose an image-based scheme that ex-
ploits the direct feedback of a geometric constraint in the con-
text of navigation with a visual memory. The proposed con-
trol scheme uses the feedback of only one measurement, the
value of the current epipole or one element of the trifocal ten-
sor (TT). The use of a geometric constraint allows us to gather
many visual features into a single measurement. The scheme
exploiting the epipolar geometry (EG) has been introduced in
a preliminary paper [13] focusing on the use of fisheye cam-
eras. In the work herein, in addition to the extension of using
the TT as visual measurement, a comprehensive comparison
of different control proposals is carried out using omnidirec-
tional vision. The proposed approach does not need explicit
pose parameters estimation unlike [3], [4]. The visual con-
trol problem is transformed in a reference tracking problem
for the corresponding measurement. The reference tracking
avoids the recurrent problem of discontinuous rotational ve-
locity at key image switching of memory-based schemes that
is revealed in [5], [14] and [6], for instance.

We contribute to the problem of visual path following by
using direct feedback of a geometric constraint (EG or TT).
Feedback of a geometric constraint has been previously used
in the context of the pose regulation problem, e.g., [15], [16],
[17]; however, none of the existing works can be directly ex-
tended to the navigation problem. The path following prob-
lem essentially requires the computation of the rotational ve-
locity, and so, the use of one measurement provides the ad-
vantage of getting a squared control system, where stability of
the closed loop can be ensured similarly to the Jacobian-based
schemes [8], [18] and in contrast to heuristic schemes [7].
Although a squared control system is not indispensable for
applying a Jacobian based scheme, it is advantageous. The
geometric constraints, as used in our approach, give the pos-
sibility of taking into account valuable a priori information
that is available in the visual path and that is not exploited
in previous image-based approaches. This information, used
as feedforward control, permits achieving piece-wise constant
rotational velocity according to the learned path without dis-
continuities when a new reference image is given. Addition-
ally, this a priori information is used to adapt the translational
velocity according to the shape of the path.

Conventional cameras suffer from a restricted field of view.

Many approaches in vision-based robot control, such as the
one proposed in this paper can benefit from the wide field
of view provided by omnidirectional or fisheye cameras. We
also contribute exploiting the generic camera model [19] to
obtain a generic control scheme. This means that the proposed
approach can be applied not only for conventional cameras
but also for all central catadioptric vision systems and some
fisheye cameras.

In summary, the contributions of the paper are the follow-
ing:

1. The proposal of two task functions based on a geometric
constraint, the EG and the TT, enabling to have a direct
control of the rotational velocity of the robot to achieve
an accurate visual path following, letting the transla-
tional velocity as an independent parameter.

2. Two different control schemes are developed to exploit
the proposed task functions, one is a pure feedback con-
trol and the other includes a strong component of feed-
forward control. Both control schemes avoid discontinu-
ities when a new reference image is given, however, the
scheme using a feedforward term computes a preferred
piece-wise constant rotational velocity.

3. A comprehensive comparative study between the differ-
ent control proposals is reported, which shows that the
TT based control gives better performance for general
setups in terms of smoothness of robot velocity and ro-
bustness to noise.

4. The proposed navigation scheme is valid for a large class
of vision systems: conventional perspective cameras,
central catadioptric systems (e.g. hypercadiotric, para-
catadioptric) and some fisheye cameras.

The paper is organized as follows. Section 2 outlines the
visual memory approach and presents the overall scheme ad-
dressed in this work. Section 3 presents the mathematical
modeling for the wheeled mobile robot and the computation
of the visual measurements obtained from generic cameras.
Section 4 describes the proposed navigation strategies on the
basis of the information provided by the EG or the TT. In
Section 5, the control law for autonomous navigation for both
geometric constraints is detailed. Section 6 shows the perfor-
mance of the control scheme via simulations and real-world
experiments, and finally, Section 7 summarizes the conclu-
sions.

2 The visual memory approach
The framework for navigation based on a visual memory con-
sists of two stages. The first one is a learning stage where the
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visual memory is built. In this stage, the user guides the robot
along the places where it is allowed to move. A sequence of
images is stored from the onboard camera during this stage
in order to represent the environment. From all the captured
images, a reduced set is selected as key images. A minimum
number of visual features must exist between two consecutive
key images. After that stage, the robot is requested to reach a
specific location in the environment defined by a target image.
Initially, the robot has to localize itself by comparing the in-
formation that it is currently seeing with the set of key images.
The robot is localized when the “more similar” key image to
the current image is found. Then, a visual path that connects
the current location with the target location as a sequence of n
key images is generated. This path should be followed in the
autonomous navigation stage in order to reach the target lo-
cation. Although no metric information will be used in our
approach, we assume that there is at least a distance dmin be-
tween robot locations associated to any two consecutive key
images. This parameter will be used in Sections 5.1-5.2 for a
feedforward control and for a time-based strategy of key im-
age switching. This assumption implies that the robot could
stop during the learning stage, however, a key image is not
stored until the robot continues defining the path and the num-
ber of visual features is less than a threshold.

Figure 1 presents an overview of the proposed framework
for visual path following. Given the visual path with n key im-
ages, we assume that an image-based localization component
provides the first key image to be reached for the starting of
the autonomous navigation stage (e.g., Ii). Then, image point
features are matched between the current image of the on-
board camera and the corresponding key image. The matched
point features are used: 1) to compute a geometric constraint
that is the basis of the proposed control law and, 2) to compute
an image error that gives the switching condition to the next
key image. When the image error is small, a new key image
is requested to be reached and the same cycle is repeated until
the final key image In is reached. Our interest is to have a tar-
get switching criteria that is valid for different kind of control
laws, while limiting the extraction of information from image
points coordinates. The use of the same geometric constraint
for target switching might need a particular strategy for each
case or might require a partial Euclidean reconstruction as ad-
dressed in [5], [6].

It is worth noting that we focus on the design of a control
scheme for the autonomous navigation stage. In this sense, we
assume that the visual path has been generated appropriately.
The visual path is provided by a higher level layer that deals
with aspects like the selection of key images, the topological
organization of the key images, the planning of a visual path
and the initial localization. For more details about these as-
pects refer to [6] and [8]. For features detection and matching
in the context of memory-based visual navigation refers to [3]

Figure 1: General scheme of the navigation based on the vi-
sual memory approach.

and [6].

3 Robot model and visual measure-
ments

In this section, we introduce the required mathematical mod-
eling in order to relate the kinematic motion of the robot to
the visual measurements. As we are interested in that the nav-
igation scheme can be valid for any central vision system, the
generic camera model of [19] is summarized, as well as the
method to estimate the geometric constraints that are the ba-
sis of the proposed control law.

3.1 Robot kinematics

Let χ = (x, y, ϕ)T be the state vector of a differential-drive
robot under the frame depicted in figure 2(a), where x(t) and
y(t) are the robot position coordinates in the plane, and ϕ(t)
is the robot orientation. The kinematic model of the robot
expressed in state space can be written as follows:
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(a) (b) (c) (d)

Figure 2: Representation of the robot model and the camera model. (a) Robot frame definition with x and y as the world
coordinates. (b) Example of central catadioptric vision system. (c) Example of an image captured by a catadioptric system.
(d) Generic camera model of central cameras.

 ẋ
ẏ

ϕ̇

 =

 − sinϕ 0
cosϕ 0
0 1

[ υ
ω

]
, (1)

being υ(t) and ω(t) the translational and angular input ve-
locities, respectively. We assume that the origin of the robot
reference frame coincides with the reference frame associ-
ated with a fixed camera mounted on the robot, in such a way
that the optical center coincides with the rotational axis of the
robot. We consider that perspective and fisheye cameras are
arranged looking forward and omnidirectional systems look-
ing upward. Thus, the model (1) also describes the camera
motion.

3.2 The generic camera model
The constrained field of view of conventional cameras can be
enhanced using wide field of view vision systems such as fish-
eye cameras or full view omnidirectional cameras. There are
some approaches for vision-based robot navigation that ex-
ploit particular properties of omnidirectional images, for in-
stance, in [20], the Fourier components of the images, and
in [21], the angular information extracted from panoramic
views are used. Figures 2(b-c) show an example of a central
catadioptric vision system and an image captured by the sys-
tem. The well known unified projection model works prop-
erly for vision systems having approximately a single center
of projection, like conventional cameras, catadioptric systems
and some fisheye cameras [19]. The unified projection model
describes the image formation as a composition of two cen-
tral projections. The first is a central projection of a 3D point
onto a virtual unitary sphere and the second is a perspective
projection onto the image plane through K defined as:

K =

 αx 0 u0
0 αy v0
0 0 1

 ,

where αx and αy are the focal length of the perspective cam-
era in terms of pixel dimensions in the x- and y-directions
and (u0, v0) are the coordinates of the principal point in pix-
els. In this work we assume that the camera is calibrated [22],
which allows us to use the representation of the points on the
unitary sphere. Refer to figure 2(d) and consider a 3D point
X = [X,Y, Z]

T . Its corresponding point coordinates on the
sphere Xc can be computed from point coordinates on the
normalized image plane x = [u, v]T and the mirror parame-
ter ξ as follows:

Xc =
(
η−1 + ξ

)
x̄, (2)

x̄ =
[
xT 1

1+ξη

]T
,

where η =
−γ−ξ(u2+v2)
ξ2(u2+v2)−1 , γ =

√
1 + (1− ξ2) (u2 + v2).

The parameter η is the norm of the 3D point divided by its
depth (η = ∥X/Z∥) and it can be computed from point coor-
dinates and depending on the type of sensor. The parameter ξ
encodes the nonlinearities of the image formation in the range
ξ ≤ 1 for catadioptric vision systems and ξ > 1 for fisheye
cameras.

3.3 Multi-view geometric constraints
A multi-view geometric constraint is a mathematical entity
that relates the projective geometry between two or more
views. The homography model, the epipolar geometry (EG)
and the trifocal tensor (TT) have been used for visual control
in the literature for the pose regulation problem, e.g., [23],
[24], [15]. As opposed to the path following problem, a de-
sired robot configuration is intended to be reached in these
works. Also, the homography model and the EG have been
used in the context of visual path following for position-based
schemes relaxed to an Euclidean reconstruction from the geo-
metric constraint decomposition [5], [6]. We selected EG and
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TT in this study, and not the homography, because they pro-
vide more general representations of the geometry between
cameras in 3D scenes and they are used in our image-based
approach.

Next, the estimations of the epipolar geometry and the tri-
focal tensor from images of a generic camera are briefly de-
scribed.

3.3.1 The epipolar geometry

The fundamental epipolar constraint is analogue for conven-
tional cameras and central catadioptric systems if it is formu-
lated in terms of rays emanating from the effective viewpoint.
Let Xc and Xt be the coordinates of a 3D point X projected
onto the unit spheres associated to a current frame Fc and a
target frame Ft. The epipolar constraint is then expressed as
follows:

XT
c E Xt = 0, (3)

being E the essential matrix relating the pair of normalized
cameras. Normalized means that the effect of the known cal-
ibration matrix has been removed and geometric points are
obtained. The essential matrix can be computed linearly from
a set of corresponding image points projected to the sphere
using a classical method [25]. The points lying on the base-
line and intersecting the corresponding virtual image plane
are called epipoles: current epipole ec = [ecx, ecy, ecz]

T and
target epipole et = [etx, ety, etz]

T . They can be computed
from Eec = 0 and ETet = 0.
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(a) (b)

Figure 3: Setup of the epipolar geometry in the x-y plane,
eye’s-bird view. (a) Perspective cameras. (b) Omnidirectional
cameras.

Figure 3 presents the setup of the EG constrained to planar
motion, so that, an upper view of two camera configurations
is shown. For any case, perspective and omnidirectional cam-
eras, the epipoles give the translation direction between both
cameras as depicted in figure 3. The first components of the
epipoles, ecx, etx, provide enough information to character-
ize the geometry of this planar setup, so that, the values of the

other components are not used. A reference frame centered
in the target viewpoint is defined as the origin Ct = (0, 0, 0).
Then, the current camera location with respect to this refer-
ence is Cc = (x, y, ϕ). Assuming that the camera and robot
reference frames coincide, as shown in figure 2(a), the x-
coordinate of the epipoles can be written as a function of the
robot state as follows:

ecx = αx
x cosϕ+ y sinϕ

y cosϕ− x sinϕ
, (4)

etx = αx
x

y
.

The parameter αx is defined for perspective cameras from
the matrix of intrinsic parameters. For the case of normalized
cameras, i.e., when points on the sphere are used, αx = 1.
Cartesian coordinates x and y can be expressed as a function
of the polar coordinates d and ψ as:

x = −d sinψ, y = d cosψ, (5)

with

ψ = − arctan (etx/αx) , ϕ− ψ = arctan(ecx/αx) (6)

and d2 = x2 + y2. It is worth mentioning that the EG is
ill-conditioned for planar scenes and it degenerates with short
baseline.

3.3.2 The trifocal tensor

The TT encapsulates the geometric relation between three
views, independently of the scene structure [26]. This geo-
metric constraint is more robust and without the mentioned
drawbacks of the EG. The TT has 27 elements and it can be
expressed using three 3×3 matrices T = {T1,T2,T3}. Con-
sider three corresponding points p, p′ and p′′ as shown in fig-
ure 4(a) and their projection on the unitary sphere X, X′ and
X′′ expressed as X = (X1, X2, X3)T . The incidence rela-
tion between these points is given by:

[X′]×

(∑
i

XiTi

)
[X′′]× = 03×3, (7)

where [X]× is the common skew symmetric matrix. This
expression provides a set of four linearly independent equa-
tions [27]. Thus, seven triplets of point correspondences are
needed to compute the 27 elements of the tensor.

Consider a setup where images are taken from three differ-
ent coplanar locations, i.e., with a camera moving at a fixed
distance from the ground plane. In this case, several elements
of the tensor are zero and only 12 elements are in general non-
null. Figure 4(b) depicts the upper view of three perspective
cameras placed on the x-y plane with global reference frame
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Figure 4: Setup of the trifocal tensor constraint. (a) Point feature correspondences in three images. (b) Eye’s-bird view of the
geometry in the plane showing absolute locations with respect to a reference frame in C3 for perspective cameras. (c) Relative
locations and their relationships with the tensor elements for omnidirectional cameras, similarly for perspective ones.

in the third view. Hence, the corresponding camera locations
are C1 = (x1, y1, ϕ1), C2 = (x2, y2, ϕ2) and C3 = (0, 0, 0).
Figure 4(c) shows the relative locations for the same config-
urations of cameras but now depicting omnidirectional cam-
eras. The same geometry turns out to be the same TT for both
perspective and omnidirectional cameras if the points for the
omnidirectional case are projected on the unitary sphere. The
TT can be analytically deduced for this setup as done in [15].
For short notation, we use cβ = cosβ and sβ = sinβ. Some
important non-null elements of the tensor are the following:

Tm212 = −tx1 , Tm221 = tx2 ,

Tm223 = ty2 , Tm232 = −ty1 , (8)

where txi = −xicϕi − yisϕi, tyi = xisϕi − yicϕi for
i = 1, 2 and where the superscript m indicates that the ten-
sor elements are computed from metric information. In prac-
tice, the estimated tensor has an unknown scale factor and
this factor changes as the robot moves. This scaling problem
can be avoided by normalizing each element of the tensor as
Tijk = T eijk/TN , where T eijk are the estimated TT elements
obtained from point matches and TN is a suitable normalizing
factor. We can see from (8) that T212 and T232 are non-null
assuming that the camera location C1 is different from C3.
Therefore, any of these elements is a good candidate as nor-
malizing factor.

4 Navigation strategy

The autonomous navigation stage that allows the robot to fol-
low the learned visual path can be achieved by applying a

non-null translational velocity at the same time that an ad-
equate rotational velocity corrects the lateral deviation from
the path. In this section, we describe that both of them, the
EG and the TT, provide information about the lateral devia-
tion from the path which can be used for feedback control.
In the literature of visual control, these geometric constraints
have been used for image-based control of mobile robots for
pose regulation (homing) [24], [15], [16], [28], [17]. In these
works, both the rotational and the translational velocities are
computed from a geometric constraint and they are null when
the desired pose is achieved. Although visual path following
might be seen as a sequence of homing tasks, such approach
would reduce the robot velocity every time an image from the
path is approached, which is useless for navigation. Thus, the
use of feedback of a geometric constraint has to be adapted to
the particular problem. It is worth introducing that the whole
path following task can be solved by using exclusively one
of the geometric constraints, the EG or the TT, behaving bet-
ter with the use of this last constraint. Next, two alternative
schemes are described and, the benefits of using one or the
other scheme are clarified in the section of results.

4.1 Epipole-based navigation

As described previously, the epipoles can be estimated from
the essential matrix that encodes the EG between two images
(3). Basically, the epipoles are the projection of the optical
centers of each camera in the corresponding image. There-
fore, the epipoles provide information of the translational di-
rection between optical centers in a two-view configuration.
We propose to use only the x-coordinate of the current epipole
as feedback information to modify the robot heading, and
then, to correct the lateral deviation from the path. As can
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be seen in figure 3, ecx is directly related to the required robot
rotation to be aligned with the target, assuming that the opti-
cal center coincides with the rotational axis of the robot. Con-
sider that the image It(K, Ct) is one of the key images that
belongs to the visual path and Ic(K,Cc) is the current image
as seen by the onboard camera. A reference frame is attached
to the optical center associated to the target image, so that, the
x-coordinate of the current epipole is given by (4).

Figure 5: Control strategy based on driving to zero the current
epipole.

As can be seen in figure 5, ecx = 0 means that the longi-
tudinal axis of the camera-robot is aligned with the baseline
and the camera is looking directly toward the target. There-
fore, the control goal is to take this epipole to zero in a smooth
way, which is achieved by using an appropriate time-varying
reference. This procedure allows avoiding discontinuous ro-
tational velocity when a new target image is requested to be
reached. Additionally, we propose to take into account some
a priori information of the shape of the visual path that can
be obtained from the epipoles relating two consecutive key
images. This allows us to adapt the translational velocity as
shown later, and to compute a feedforward rotational velocity
according to the shape of the path.

As for any visual control scheme, it is a need to express the
interaction between the robot velocities and the rate of change
of the visual measurements for the control law design, which
in this case is given by:

ėcx = −αx sin (ϕ− ψ)

d cos2 (ϕ− ψ)
υ +

αx
cos2 (ϕ− ψ)

ω. (9)

This equation that expresses the described interaction is de-
rived in the Appendix. The equation will be used in Section 5
to design a controller for ω, while an adequate profile of the
translational velocity will be defined.

Other works have exploited the epipolar geometry for
image-based visual servoing [24], [16]. The control laws pre-
sented in these works are not applicable to the path following
problem, given that they are designed specifically to reach a
desired pose. Both epipoles ecx and etx are needed for the
controller design. The contribution of the work herein with
respect to these previous works is the design of an original
feedforward control component. This presents a good piece-
wise constant behavior of the robot velocities, adequate for

the path following problem.

4.2 Trifocal tensor-based navigation
Consider that we have two images I1(K,C1) and I3(K,C3)
that are key images of the visual path and the current view
of the onboard camera I2(K,C2). As can be seen in figure
4(c), the element T221 of the TT provides direct information
of the lateral deviation of the current location C2 with respect
to the target C3. Let us denote the angle between the y⃗3 axis
and the line joining the locations C2 and C3 as ϕt. Given
the expression of the element of the tensor T221 = tx2 =
−x2 cosϕ2 − y2 sinϕ2 (8), it can be seen that if Tm221 = 0,
then ϕ2 = ϕt = − tan(x2/y2).

In such condition, the current camera C2 is looking directly
toward the target as can be seen in figure 6. In order to ben-
efit from the better properties of the TT in comparison to the
EG, we propose a second scheme to compute the rotational
velocity by using the element T221 as feedback information.
The control goal is to drive this element with smooth evolu-
tion from its initial value to zero before reaching the next key
image of the visual path.

Figure 6: Control strategy based on driving to zero the ele-
ment of the trifocal tensor T221.

We define a reference tracking control problem in order to
avoid discontinuous rotational velocity in the switching of the
key images. It is also possible to exploit the a priori infor-
mation provided by the visual path to compute an adequate
translational velocity and also to achieve piece-wise constant
rotational velocity according to the learned path. In this tri-
focal tensor-based scheme, the rate of change of the chosen
visual measurement only depends on the rotational velocity
of the robot as follows:

Ṫ221 = T223ω. (10)

Intuitively, the independence of T221 on υ is because T221
is directly proportional to the lateral position error of C3 with
respect to C2 expressed in the reference frame of C2 (see
figure 4), so that, any longitudinal motion of C2 does not pro-
duce a change in the lateral error. The derivation of (10) can
be seen in the Appendix. This equation will be used in Section
5 to find out the rotational velocity ω. In the path following
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problem it is enough only one element of the TT in order to
control the deviation with respect to the path. We propose
an adequate one-dimensional task function in this case, which
is our main contribution with respect to the previous works
using the TT [15], [17]. In the former, an over-constrained
controller that may suffer from local minima problems is pro-
posed from the TT. This is overcome in the second work
by defining a square control system and using measurements
from a reduced version of the TT, the so-called 1D-TT. How-
ever, none of the control laws of these works is directly appli-
cable for visual path following. An additional contribution of
this paper is an appropriate strategy for the particular problem
of path following using the TT.

5 Control law for autonomous naviga-
tion

The proposed control law is expressed in a generic way in
order to drive the robot to follow the visual path using one
of the aforementioned navigation strategies. Both alternatives
are evaluated in this work and a comprehensive comparison
of them is provided in the section of results. Let us define
a scalar task function that is defined for each segment of the
visual path between two consecutive key images. The task
function must be driven to zero for each segment of the vi-
sual path. This function represents the tracking error of the
current visual measurement m with respect to a desired refer-
ence md(t):

ζ = m−md(t), (11)

where the visual measurement m is ecx or T221 according to
the scheme to be used. This means that the same type of vi-
sual measurement is used for the whole task. Although it is
not indicated explicitly, the tracking error is defined using the
ith key image as target. The following nonlinear differential
equation represents the rate of change of the tracking error as
given by the robot velocities and it is obtained by taking the
time-derivative of the corresponding visual measurement:

ζ̇ = f1(m)υ + f2(m)ωt − ṁd(t), (12)

where m is the whole information that can be obtained from
the corresponding geometric constraint (4) or (8). In the case
of epipolar feedback f1(m) = −αx sin(ϕ−ψ)

d cos2(ϕ−ψ) and f2(m) =
αx

cos2(ϕ−ψ) according to (9). In the case of measurements from
the TT, f1(m) = 0 and f2(m) = T223 as can be seen in (10).
We define the desired behavior through the differentiable si-
nusoidal reference

md (t) =
m(0)

2

(
1 + cos

(π
τ
t
))

, 0 ≤ t ≤ τ, (13)

md (t) = 0, t > τ,

where m(0) is the value of the visual measurement when a
new target image is requested to be reached and τ is a suitable
time in which the visual measurement must reach zero, before
the next switching of key image. Thus, a timer is restarted at
each instant when a change of key image occurs. The time-
parameter required in the reference can be replaced by the
number of iterations of the control cycle. Note that this refer-
ence trajectory provides a smooth zeroing of the desired visual
measurement from its initial value as can be seen in figure 7.
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Figure 7: Measurements reference md (t) and its time-
derivative ṁd (t) = − (πm(0)/2τ) sin (πt/τ) for m(0) = 1
and τ = 1s.

The velocity ωt can be worked out by using input-output
linearization of the error dynamics. Thus, the following ro-
tational velocity assigns a new dynamics to the error (12)
through the auxiliary input δa:

ωt = −f1(m)

f2(m)
υ +

1

f2(m)

(
ṁd + δa

)
. (14)

where δa = −kζ with k > 0 being a control gain. We use the
subscript t for the rotational velocity to denote that this ve-
locity has been designed to achieve tracking of the reference
md(t). The rotational velocity (14) reduces the error dynam-
ics (12) to the closed-loop linear behavior ζ̇ =−kζ. To verify
the well-definition of the rotational velocity, for the EG con-
trol we have:

f1(m)
f2(m) =

− sin(ϕ−ψ)
d , and 1

f2(m) =
cos2(ϕ−ψ)

αx
.

These terms are bounded for any difference of angles ϕ−ψ,
and hence, there are no singularities for the EG control. For
the TT-based control a singularity might occur given that
f2(m) is zero if the longitudinal error reaches zero (T223 ∝
ty2 ). We prevent the occurrence of such condition by using an
adequate key image switching strategy, detailed later in Sec-
tion 5.2. This strategy is based on aligning the robot toward
the next key image in τ seconds, in which an intermediate
location dmin is reached. Recall that dmin is assumed as a
conservative value of the minimum distance between any pair
of consecutive key images. After τ seconds, we make ωt = 0
and the robot moves with a constant orientation given by ω̄
until an image error starts increasing or the current time ex-
ceeds 1.1τ . This strategy prevents the appearance of a sin-
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gularity. However, additionally for the TT-based control, we
implement that if f2(m) is below a threshold then ωt = 0.

Since the control goal of this controller is the reference
tracking, ωt starts and finishes at zero for every key image.
In order to maintain the velocity around a constant value we
propose to add a term for a nominal or feedforward rotational
velocity ω̄. We propose to use a priori information extracted
from the set of key images to apply an adequate translational
velocity and to compute a feedforward rotational velocity.
The next section details how this component of the velocity
is obtained. So, the complete rotational velocity can be even-
tually computed as:

ω = ktωt + ω̄, (15)

where kt > 0 is a weighting factor on the reference tracking
control ωt. It is worth emphasizing that the velocity ωt by
itself is able to drive the robot along the visual path, however,
the complete input velocity (15) behaves more natural around
constant values. We will refer as RT to the reference tracking
control alone, ωt (14), and as FF+RT to the complete control,
ω (15).

5.1 Exploiting information from the memory

Previous image-based approaches for navigation using a vi-
sual memory only exploit local information, i.e., the required
rotational velocity is only computed from the current and the
next nearest target images. We propose to exploit informa-
tion encoded in the visual path in order to have an a priori
information about the whole path without the need of a 3D re-
construction or representation of the path, unlike [3], [4], [6].
Although the effectiveness of a position-based scheme is not
questionable, the effort to achieve a good accuracy may be
superior to the obtained gain. Thus, we prefer a qualitative
measure of the path curvature. Let us define a visual mea-
surement computed from consecutive pairings/triplets of key
images with target in the ith key image:

mki = ecx, or mki = T221/T223,

where the superscript ki stands for key image. Figure 8 shows
that mki is related to the orientation of the camera in the
(i− 1)

th frame with respect to the ith frame, so that, mki

gives a notion of the curvature for each segment of the path.
In order to simplify the notation, we have not used a subscript
to denote the ith segment of the path, but recall that the visual
measurement mki is computed for each segment between key
images with target in the ith one.

We propose a smooth change of the translational velocity
depending on the curvature of the path encoded in mki. Thus,
the translational velocity is computed through the following
mapping for every segment between key images:

Figure 8: Notion of curvature of the path given by the visual
measurement mki = ecx or mki = T221/T223 for two con-
secutive key images with target in the ith key image.

υ = υmax+υmin

2 + υmax−υmin

2 tanh

(
π
2 − |mki/dmin|

σ

)
, (16)

where σ is a positive parameter that determines the dis-
tribution of the velocities between the user-defined limits
[υmin,υmax]. Figure 9 depicts the mapping for the transla-
tional velocity for different parameters dmin and σ. It can be
seen that υ is high (according to υmax) if mki is small, which
corresponds to a small curvature, and υ is low (according to
υmin) if mki is large, i.e., a large curvature is estimated.

−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
0.2

0.25

0.3

0.35

0.4

mki

υ 
(m

/s
)

 

 
d

min
=1.0; σ=0.1

d
min

=1.0; σ=0.12

d
min

=1.2; σ=0.1

Figure 9: Mapping for the translational velocity as a function
of the level of curvature encoded in mki. The limits of the
velocity for the plots are set to υmin = 0.2 m/s, υmax = 0.4
m/s.

The curvature of the path is related to the ratio ω/υ, which
is proportional to mki = tx2/ty2 as shown in figure 8. There-
fore, once a translational velocity (υ) is set from (16) for each
key image, its value can be used to compute the nominal ve-
locity ω̄, proportional to the visual measurement mki, as fol-
lows:

ω̄ =
kmυ

dmin
mki, (17)

where km < 0 is a constant factor to be set. On the one hand,
we assume that the commanded translational velocity can be
precisely executed by the robot and there is not a feedback
component for this velocity. On the other hand, the nominal
rotational velocity by itself is able to correct the robot’s orien-
tation in order to approximately follow the path. However, the
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required closed-loop correction is introduced by the reference
tracking control (14) in the complete control (15).

5.2 Timing strategy and key image switching
The proposed control method is based on taking to zero the
visual measurement m before reaching the next key image,
which imposes a constraint for the time τ . Thus, a strategy to
define this time is related to the minimum distance between
key images (dmin) and the translational velocity (υ) for each
key image as follows:

τ =
dmin

υ
. (18)

By running the controller (14) with the reference (13), the
time τ and an appropriate control gain k, the robot is oriented
toward the target and it reaches an intermediate location de-
termined by dmin. In the best case, when dmin coincides with
the real distance between key images, the robot reaches the
location associated to the corresponding key image. In order
to achieve an adequate correction of the longitudinal error for
each key image, if t > τ the reference (13) is maintained in
zero (md(t) = 0) and ωt = 0 until the image error starts to in-
crease or the current time exceeds 1.1τ . This means that after
τ seconds, we allow the robot moving at a constant rotational
velocity given by ω̄ for at most 10% of the time τ . During this
time the image error might start to increase and then, a new
target image must be given. Otherwise, the condition t >1.1τ
determines the key image switching. The image error is de-
fined as the mean squared error between the r corresponding
image points of the current image (pi,j) and points of the next
closest target key image (pj), i.e.:

ϵ =
1

r

r∑
j=1

∥pj − pi,j∥ , (19)

where r is the number of used corresponding points. Simi-
larly to the behavior reported in [7], the image error decreases
monotonically until the robot reaches each target image by us-
ing the proposed controllers. In our case, the switching con-
dition for the next key image is defined by the increment of
the image error, which is verified by using the current and the
previous difference of instantaneous values of the image error.

In order to clarify the steps to implement the proposed ap-
proach, they are summarized in the Algorithm 1.

The proposed approach outperforms existing approaches
of visual navigation in the literature given that it generates the
continuity of the rotational velocity when a new target image
is given and its applicability is broaden to any camera obey-
ing approximately a central projection. Moreover, the use of
a geometric constraint allows the gathering and indirect filter-
ing of many point features into a single measurement. This

Off-line computation
Input parameters: υmin, υmax, dmin, σ, km.
1. Calibrate camera to obtain K and mirror parameters.
2. Estimate visual measurements mki from key images.
3. Compute υ for segments between key images from (16).
4. Compute ω̄ for segments between key images from (17).
5. Compute τ for segments between key images from (18).
On-line computation
Input parameters: dmin, kt (For EG: d, αx, where
αx = 1 for omnidirectional vision).
Output: robot velocities (υ, ω).
for initial key image to final key image do

t = 0;
Estimate initial measurement m(0);
while t ≤ 1.1τ do

EG: Estimate epipoles (4) and angles (6);
TT: Estimate the TT (8) and normalize it;
Compute md(t) (13) and ṁd(t);
Compute the tracking error ξ (11);
Compute the RT control ωt (14);
If selected, compute the FF+RT control ω (15);
Smooth the changes of υ from the off-line stage;
if t > τ then

ωt = 0;
if ϵ (19) is increasing then

break while;
end if

else
Increase t;

end if
end while

end for
Algorithm 1: Summary of the proposed visual navigation
scheme.

scheme, being an image-based scheme, does not require the
extraction of pose parameters, which limits the effect of noise.

6 Experimental evaluation
In this section, we present some simulations results of the pro-
posed navigation schemes and a fair comparison of them is
developed. We use the generic camera model [19] to generate
synthetic images from the 3D scene of figure 10. The scene
consists of the 12 corners of 3 rectangles. In our preliminary
work [13], simulation results are analyzed for fisheye cam-
eras. Currently, we focus on comparing the proposed control
schemes using a central catadioptric system looking upward.

A set of key images is obtained according to the motion
of the robot through the predefined path. Some examples of
camera locations associated to key images are shown in fig-
ure 10. The learned path starts in the location (5,-5,0o) and
finishes just before closing the 54m long loop. The camera
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Figure 10: 3D scene and predefined path showing some loca-
tions of a central catadioptric camera looking upward.

parameters are used to compute the points on the sphere from
the image coordinates as explained in Section 3.2.

6.1 EG-based control vs TT-based control
A comparison of the proposed approach using different vi-
sual measurement under the same conditions is carried out
through the reference tracking control (RT control of (14)).
Hypercatadioptric images of size 800×600 with parameters
αx = 742, αy = 745, u0 = 400, v0 = 300, all of them
in pixels and ξ = 0.9662 are used. A typical 8-point algo-
rithm has been used to estimate the essential matrix and then
the epipoles, while a basic 7-point algorithm has been used
to estimate the trifocal tensor [26]. The setup of the visual
path for this comparison is: 28 key images randomly sepa-
rated along the predefines path from 1.8m to 2.0m, so that a
minimum distance dmin = 1.75m is assumed. A Gaussian
noise with standard deviation of 1 pixel is added to the image
coordinates. The translational velocity is bounded between
υmin = 0.2 m/s and υmax = 0.4 m/s and it is computed ac-
cording to (16) with σ = 0.1. It is clear that the velocity for
reference tracking (14) reduces the error dynamics to the lin-
ear behavior ζ̇ =−kζ, which exhibits an exponentially stable
behavior. Then, the RT control must ensure convergence of
the error before the time τ . In order to accomplish such con-
straint, the control gain must be related to the time τ . Thus,
once τ is computed from (18), the control gain k can be set as
k = 12.5/τ .

We can see in figure 11 that the resultant path of the au-
tonomous navigation stage is almost similar to the learned one
for any of both approaches. Although the initial location is out
of the learned path, the robot gets close to the path just in the
second key image. We have included labels at the correspond-
ing positions along the path for 60s, 100s and 140s in order to
give a reference when observing the next figures.

Figure 12 provides a quantitative comparison of the perfor-
mance of both approaches through the Cartesian position er-
ror and the angular error with respect to the reference path, as
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Figure 11: Resultant paths using the RT control and measure-
ment given by the EG and the TT. The distribution of 28 key
images is shown over the track traced using the TT control.

well as the image error with respect to the key images. It can
be seen that both controls exhibit a comparable performance
with a light superiority of the TT control. However, the real
superiority of the TT control can be seen in figure 13, where
the computed rotational velocity is shown for both TT and EG
controls. The velocity given by the TT control is much less
affected by the image noise. Notice the occurrence of unde-
sirable large peaks in the rotational velocity given by the EG
control in some key image switching, which are due to the
short baseline problem of the epipolar constraint. This issue
can be also appreciated in the reference tracking performance
of figure 14. Although both controls are able to drive the cor-
responding measurement to track the desired trajectory, the
TT control outperforms the EG control given its robustness
against image noise.
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Figure 12: Performance comparison using the RT control and
measurement given by the EG and the TT.
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Figure 13: Computed rotational velocities using the RT con-
trol and measurement given by the TT and the EG.
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Figure 14: Reference tracking performance, where the refer-
ence trajectory is given by (13). The RT control is used and
the measurements are given by the TT and the EG, respec-
tively.

6.2 RT control vs FF+RT control

In the sequel of the simulations results, the TT control is used
given its superior performance according to the previous re-
sults. In this section, a comparison of the RT control alone
(14) with respect to the FF+RT control (15) is presented. In
order to show the performance of the scheme with different
imaging systems, paracatadioptric synthetic images of size
1024×768 pixels are used for the rest of the simulations.
The vision system parameters are αx = 950, αy = 954,
u0 = 512, v0 = 384, all of them in pixels and ξ = 1. In
this case, 36 key images are distributed randomly along the
learned path. The distance between consecutive key images
is between 1.42m and 1.6m, in such a way that a minimum
distance dmin = 1.4m is assumed. The image coordinates are
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Figure 15: Resultant paths using the controls RT and FF+RTw
(weak component of RT) with the TT as measurement. The
distribution of 36 key images is shown over the track traced
using the FF+RTw control.

affected by an image noise of standard deviation of 1 pixel.
The same limits of the translational velocity υmin = 0.2 m/s
and υmax = 0.4 m/s are used in (16) with σ = 0.1. For
the case of the FF+RT control, the weighting factor kt on the
RT control introduced in (15) is set to kt = 0.003, in such a
way that its effect is weak and the major effect on the control
is given by the feedforward term ω̄. We refer to such case
FF+RTw.

It can be seen in figure 15 that the path following task for
both cases of control RT and FF+RTw is successfully accom-
plished starting from an initial location on the path. It is worth
noting that FF+RTw control, where the major contribution is
given by ω̄, is not efficient when the initial robot position is
far from the path. However, a suitable kt allows both con-
trols to be combined accordingly as shown in the next sec-
tion. Although a small kt delays convergence toward the path,
the feedback component given by ktωt is enough to achieve
convergence from small deviations. Figure 16 presents the
plots of the Cartesian position error, the angular error and
the image error in order to compare the performance of the
RT and the FF+RTw controls. We can see that a compari-
son from these results is not completely conclusive, given that
the maximum position error is obtained using the RT control
while the mean position error is larger for the FF+RTw control
(10.6cm vs 7cm). Both controls have their maximum errors
during the sharpest curves, where the image error is larger
for the RT control. However, although the performance of
the RT control and the FF+RTw control are actually compa-
rable, the real benefit of the FF+RTw control can be appreci-
ated in the profile of the computed rotational velocities shown
in figure 17. The nominal or feedforward value ω̄ allows
the robot to achieve a piece-wise constant rotational velocity
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Figure 16: Performance comparison using the RT and FF+RT
controls with the TT as measurement. The FF+RT con-
trol is evaluated using a weak component of the RT control
(FF+RTw) as well as a strong component (FF+RTs). In the
case of the FF+RTs control, the robot starts out of the path
(see figure 18).

with a mounted small component due to ωt, which corrects
small deviations from the reference path. The same figure
17 presents the varying translational velocity as given by (16)
for the whole path. Notice that the velocity is lower from 0
to 55s than from 56s to 95s, which corresponds to the initial
curve and the straight segment of the path respectively. This
means that the commanded translational velocity corresponds
to the level of curvature of the path. We have to point out
that the translational velocity computed in the off-line stage
from (16) changes in discrete values and these changes must
be made smooth to avoid undesired accelerations. We have
implemented a sigmoidal transition to smooth the changes of
υ at key image switching.

6.3 Combining feedforward and reference
tracking controls

As said previously, the weighting factor kt allows the com-
bination of the feedforward and reference tracking controls in
such a way that the complete control given by (15) is also effi-
cient when the robot is far from the reference path defined by
the key images. The same setup of vision system and visual
path of the previous section is used. The weighting factor kt
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Figure 17: Computed robot velocities given by the RT and
FF+RT controls using a weak component of the RT control
(FF+RTw) as well as a strong component (FF+RTs), with the
TT as measurement.

on the RT control ωt is set to kt = 0.1, in such a way that the
component of the RT control is strong. We refer to this case
as FF+RTs. Figure 18 shows that the combined approach
is able to drive the robot to the reference path from an ini-
tial location significantly far from the path. In figure 16, it
can be seen that the Cartesian position error and the angular
error are around zero after 40s, i.e., after the 6th key image.
Around 140s, when the robot traverses a sharp curve, the error
increases slightly and the RT component of the control cor-
rects the deviation. The effect of this component can be seen
in the computed rotational velocity of figure 17. The veloc-
ity keeps the desirable piece-wise constant profile observed in
the FF+RTs control of figure 17 when the position error is low,
while the RT component modifies the profile when the error
is large, as at the beginning of the navigation. It can be seen
that the control scheme is independent of the translational ve-
locity. Although the robot starts out of the path, the same pro-
file of translational velocity is used like in the previous case
where the robot starts on the path and the commanded task is
efficiently accomplished. It is worth noting the possibility of
designing an adaptive controller which modifies the parame-
ter kt as a function of the visual measurement, however, this
is left as future work.

In order to show the behavior of the visual information in
the image plane, we present the motion of some point fea-
tures along the navigation in figure 19(a). It is appreciable
the advantage of using a central catadioptric system looking
upward, which is able to see the same scene during the whole
navigation. The snapshots of figure 19(b) show the point fea-
tures of key images and the current point features at key image
switching. The snapshot on the left corresponds to the 7th key
image (located in the initial curve) and the right snapshot cor-
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Figure 18: Resultant path using a combination of the feedfor-
ward and reference tracking controls, with a strong compo-
nent of the last (FF+RTs) and the TT as measurement. The
distribution of 36 key images is also shown.

responds to the 17th key image (located in the long straight
part of the path). As expected, an image error remains when
a key image is located along a curve. It is worth noting the
effectiveness of the estimation of the TT through points on
the sphere obtained from coordinates in the image. Figure 20
presents an example of the projection on the sphere of a triplet
of the images used for the navigation.

The proposed navigation scheme in the same form FF+RTs
(combination of feedforward control and a strong component
of reference tracking) is evaluated against image noise. The
TT is used as measurement and the initial location is on the
path, in such a way that deviations from the path are effect of
the noise. A Gaussian noise with different standard deviation
is added to the coordinates of point features. The mean of the
absolute values of position and angular errors shown in fig-
ure 21 are obtained by averaging over 50 Monte Carlo (MC)
runs for each noise level. As expected, there is a tendency
to increase the error with the increment of noise level, how-
ever, the path following task is always accomplished in such
conditions.

6.4 Evaluation using a dynamic simulator

An experimental evaluation has been conducted with the
widely used Webots simulator. The set-up consists in a Pi-
oneer 2 robot carrying a single perspective camera, included
the dynamics of the robot, not involved in the previous simula-
tions. The environment is made of textured walls on which the
feature points used for the evaluation of the trifocal tensor are
found. The images taken by the robot camera are 640×480.
A set of 80 key images is previously generated by driving the
robot along an arc of circle path. Two key images and the
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Figure 19: Example of the synthetic visual information: (a)
Motion of the points in the images for the navigation of figure
18. The markers are: initial image “·”, final key image “O”,
final reached location “×”. (b) Snapshots of current image
“×” and the corresponding key image “O”.

current image observed by the robot-camera are used at each
iteration for the estimation of the TT. The robot is settled at
an initial location with a small lateral deviation from the ref-
erence path. We have fixed the translational velocity to 0.05
m/s along the navigation.

In each key image selected along the circular path (the vi-
sual memory), a set of Shi-Tomasi points is detected. Then,
to produce stable and consistent matchings for their posterior
use in TT estimation, the following process is applied: the
points detected in key frame k − 2 are tracked by the Lucas-
Kanade point tracker in frames k − 1 and k; also, the points
tracked in frame k are tracked back in frame k− 1. This way,
if the results of the point tracking from frame k − 2 to frame
k − 1 are quite distant from the results of point tracking from
frame k−2 to k and back to k−1, they are simply discarded.
This simple algorithm produces sets of matched points for all
consecutive groups of three key frames.

For the navigation in this visual memory, we have assumed
that the localization problem is solved, i.e. the closest key
frame associated to the first robot position is known. Then,
we use the algorithm described in Section 5: given the current
key frame k and the current image taken by the robot, we track
the interest points associated to frame k in the current image,
and respectively from key frames k − 1 and k + 1 (to apply
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Figure 20: Example of a triplet of images projected on the
unitary sphere.
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Figure 21: Robustness against image noise of the proposed
scheme in the form FF+RTs with initial location on the path.

a consistency test similar to the one described above for the
construction of the visual memory); the TT is estimated under
the RANSAC algorithm with the matched points. Finally, the
computed angular velocity is applied to the robot.

The controller used in the dynamic simulation is in the form
of FF+RTs control. Figure 22 shows the performance of our
scheme for the visual path following task. Both the learned
reference path and the replayed one are shown. The learned
path is followed really close during the whole navigation. Fig-
ure 23 depicts the rotational velocity given by the controller.
It can be seen that the rotational velocity remains around the
constant value given by the feedforward term. The velocity
exhibits a kind of sinusoidal behavior because the robot posi-
tion oscillates a little bit around the path. The image error at
each iteration is shown in figure 23. The error presents a good
decay for each segment between key images.

As an example of the visual information used in the dy-
namic simulation, figure 24(a) presents one of the first triplets
of images used for the estimation of the TT. From left to right,
the first key image, the image currently seen by the robot-
camera and the second key image are shown. The correspond-
ing image points between the triplet of images are also shown
for each one of them. Figure 24(b) illustrates the model of
the environment used. Snapshots of the scene with the robot
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Figure 22: Evaluation of the proposed navigation scheme fol-
lowing an arc of circle path, obtained in the dynamic simulator
Webots with the TT as measurement and the FF+RTs control.
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Figure 23: Evaluation of the proposed navigation scheme us-
ing a dynamic simulator with the TT as measurement and the
FF+RTs control. (a) Computed rotational velocity. (b) Image
error.

at three different locations along the navigation are presented.
The overall performance of the proposed navigation scheme
is proved to be good including dynamic effects. Although
dynamic simulation induces for example a small sway motion
of the camera, that introduces errors in the model deduced un-
til here from the planar assumption, the presented simulations
validate the correct behavior and performance of our proposal.

6.5 Real-world experiments

In order to test the proposed control scheme in a real situation
even not for the best option of control, we present an experi-
mental run of a path following task using the EG control. We
have used the software platform described in [6] for this pur-
pose. This software selects a set of key images to be reached
from a sequence of images that is acquired in a learning stage.
It also extracts features from the current view and the next
closest key image, matches the features between these two im-
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(a)

(b)

Figure 24: Images from the dynamic simulation of the proposed navigation scheme using Webots. (a) Example of a triplet of
images used for the estimation of the TT. From left to right: first key image, current image and second key image. (b) Snapshot
of the environment where the robot is shown during the navigation. From left to right: initial location, location around key
image 25 and location around key image 45.

ages at each iteration and computes the visual measurement.
The interest points are detected in each image with Harris cor-
ner detector and then matched by using a Zero Normalized
Cross Correlation score. The software is implemented in C++
and runs on a common laptop. Real-world experiments have
been carried out for indoor navigation along a living room
with a Pioneer robot. The imaging system consists of a Fuji-
non fisheye lens and a Marlin F131B camera looking forward,
which provides a field of view of 185 deg. The size of the im-
ages is 640×480 pixels. The camera calibration parameters
have been found by using the toolbox [22], however, other
options can be used, e.g., [29] and [30]. A constant transla-
tional velocity υ = 0.1 m/s is used along the navigation and
a minimum distance between key images dmin = 0.6m is as-
sumed.

Figure 25(a) shows the resultant and learned paths for one
of the experimental runs as given by the robot odometry. In
this experiment, we test the RT control to ensure a complete
correction from an initial robot position that is far from the
learned path. The reference path is defined by 12 key images.
We can see that after some time, the reference path is reached
and followed closely. The robot reaches the reference path by
moving forward given that the localization process gives the
first key image to be reached in front of the initial location.
The computed rotational velocity is presented in the first plot
of figure 25(b). The robot follows the visual path until a point

where there are not enough number of matched features (less
than 30 matches while the mean was 110). In the same plot,
we depict the nominal rotational velocity in order to show that
it follows the shape of the path. In the second plot of figure
25(b) we can see that the image error is not reduced initially
because the robot is out of the path, but after it is reached,
the image error for each key image is reduced. The figure
25(c) presents a sequence of images as acquired for the robot
camera during the navigation.

It is worth commenting that in this experiment the robot has
stopped slightly earlier than expected. The reason is the par-
ticular situation of the observed scene at the end of the path.
In that moment the scene has really little texture, which re-
duces significantly the amount of matched points. The robot
is stopped by the software implementation that we used when
the number of points correspondences might jeopardize the
good estimation of the epipoles. However, we can state that
the proposed navigation scheme is also applicable for long-
distance navigation provided that enough number of good
matchings are obtained from a robust features matching pro-
cess.
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Figure 25: Real-world experiment for indoor navigation using a fish eye camera and the epipoles for feedback. (a) Learned
path and resultant replayed path. (b) Computed rotational velocity and image error. (c) Sequence of images during navigation.

7 Conclusions

In this paper, we have developed a control scheme for visual
path following, for which, no pose parameters decomposition
is carried out. The value of the current epipole or one element
of the trifocal tensor is the unique required information by the
control law. The use of a geometric constraint allows to gather
the information of many point features in only one measure-
ment in order to correct the lateral deviation from the visual
path. The approach avoids discontinuous rotational velocity
when a new target image must be reached and, eventually, this
velocity can be piece-wise constant, which actually represents
a contribution with respect to previous works. The transla-
tional velocity is adapted according to the shape of the path
and the control performance is independent of its value. The
proposed scheme relies on the camera calibration parameters
to compute the geometric constraints from projected points
on the sphere, however, they can be easily obtained using one
of the calibration tools currently available in the web. Al-
though both epipolar control and trifocal tensor control solve
the navigation problem efficiently, the scheme using feedback

of the trifocal tensor provides better results due to its better
conditioning and robustness against image noise. The pro-
posed scheme has exhibited good performance according to
simulation results and real-world experiments.

A Appendix. Interaction between vi-
sual measurements and robot veloc-
ities

The derivation of the expressions (9) and (10) is presented
next. These expressions represent the dependence of the rate
of change of the visual measurements on the robot velocities.
Thus, the time derivative of the x-coordinate of the current
epipole (4) after simplification is given by:

ėcx = αx
ẋy − xẏ + ϕ̇(x2 + y2)

(y cosϕ− x sinϕ)2
.

Using the kinematic model of the camera-robot (1), we
have:
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ėcx = αx
−yυ sinϕ− xυ cosϕ+ ω(x2 + y2)

(y cosϕ− x sinϕ)2
,

and using the polar coordinates (5) and some algebra:

ėcx = αx
υ(− sinϕ cosψ + cosϕ sinψ)/d+ ω

(cosϕ cosψ + sinϕ sinψ)2
.

Finally, using trigonometry, it turns out the interaction re-
lationship (9):

ėcx = −αx sin (ϕ− ψ)

d cos2 (ϕ− ψ)
υ +

αx
cos2 (ϕ− ψ)

ω.

A similar procedure is followed to obtain the time-
derivative of T221 according to (8) and using the camera-robot
model (1):

Ṫm221 = −ẋ2cϕ2 + x2ϕ̇2sϕ2 − ẏ2sϕ2 − y2ϕ̇2cϕ2,

Ṫm221 = υsϕ2cϕ2 + x2ωsϕ2 − υsϕ2cϕ2 − y2ωcϕ2,

= (x2sϕ2 − y2cϕ2)ω.

The expression in parenthesis corresponds to the relative
position between C2 and C3, i.e, ty2 = Tm223, so that:

Ṫm221 = Tm223ω.

Finally, by dividing both sides of the equation by the con-
stant element T232 the normalized expression (10) is obtained:

Ṫ221 = T223ω.
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