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| **HORAS DE TRABAJO**  **DEL ESTUDIANTE CON EL PROFR.:** |  | 72 |  | **HORAS DE TRABAJO AUTÓNOMO DEL ESTUDIANTE:** |  | 78 |  | **CRÉDITOS:** |  | 6 |
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| Para la impartición de esta unidad de aprendizaje se sugiere la participación de un doctor en Matemáticas, Ciencias de la Computación o áreas afines. | |
| **CONTRIBUCIÓN DE LA UNIDAD DE APRENDIZAJE AL PERFIL DE EGRESO DEL PROGRAMA EDUCATIVO:** |
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| **CONTEXTUALIZACIÓN EN EL PLAN DE ESTUDIOS:** |
| La importancia de esta Unidad de Aprendizaje reside en que permite al estudiante profundizar en temas avanzados de Modelos Estadísticos aplicarlos en la resolución de problemas de distintas áreas de las matemáticas.  Esta Unidad de Aprendizaje forma parte del área disciplinar porque aporta elementos importantes para el ejercicio de la profesión.  Al ser Unidades de Aprendizaje optativas, con ayuda del tutor, el alumno puede elegir el momento apropiado para cursarlas. Se relaciona con las materias del grupo de Probabilidad y Estadística. | |
| **COMPETENCIA DE LA UNIDAD DE APRENDIZAJE:** |
| Presenta los resultados básicos acerca del modelo de regresión lineal. Discute técnicas de diagnóstico y enfoques de análisis en caso de violaciones a supuestos.Trata alternativas de modelación tales como: Regresión logística, Poisson, nolineal, noparamétrica. | |

|  |
| --- |
| **CONTENIDOS DE LA UNIDAD DE APRENDIZAJE:** |
| 1. El modelo de regresión lineal.    1. Estructura del modelo.    2. Estimadores suficientes.    3. Estimación vía mínimos cuadrados.    4. Estimación máximo verosímil.    5. Intervalos y regiones de confianza.    6. Teorema de Gauss-Markov (BLUE's). 2. Diagnóstico en modelos de regresión lineal.    1. Análisis de residuales.       1. Residuales estandarizados.       2. Análisis gráfico.    2. Observaciones influyentes.       1. Puntos palanca (diagonal de matriz de proyección).       2. DFBETAS.       3. D de Cook.    3. Factores de inflación de varianza.       1. Detección de colinealidades. 3. Alternativas ante violaciones de supuestos.    1. Colinealidad.       1. Regresión ridge.       2. Regresión en componentes principales.    2. Transformación de variables.       1. Transformaciones estabilizadoras de varianza.       2. Transformaciones Box-Cox.    3. Heterogeneidad de varianza y correlación.       1. Mínimos cuadrados generalizados.       2. Mínimos cuadrados ponderados.    4. Selección de variables.       1. Criterios para la selección de subconjuntos.       2. Métodos de selección por pasos (Stepwise). 4. Modelos lineales generalizados.    1. Estructura de los modelos lineales generalizados.       1. La familia exponencial.       2. Funciones liga.       3. Devianza.       4. Ajuste vía mínimos cuadrados ponderados iterativamente.    2. Casos específicos.       1. Regresión logística.       2. Regresión Poisson. 5. Temas especiales.    1. Regresión noparamétrica.    2. Regresión nolineal.    3. Regresión robusta.    4. Regresión para cuantiles. | |

|  |  |  |
| --- | --- | --- |
| **ACTIVIDADES DE APRENDIZAJE:** | **RECURSOS MATERIALES Y DIDÁCTICOS:** |  |
| 1. Aprendizaje basado en exposición. 2. Aprendizaje basado en problemas. 3. Discusión grupal. 4. Investigación documental y en línea. 5. Otras sugeridas por el Profesor | | 1. Pizarrón y gis. 2. Proyector y equipo de audio. 3. Computadora con acceso a internet. 4. Otros sugeridos por el Profesor |

|  |  |  |
| --- | --- | --- |
| **PRODUCTOS O EVIDENCIAS DEL APRENDIZAJE:** | **SISTEMA DE EVALUACIÓN: (Sugerido)** |  |
| 1. Tareas. 2. Exámenes. 3. Proyectos. | | 1. Exámenes 2. Tareas 3. Proyectos   TOTAL 100% |

|  |  |  |  |
| --- | --- | --- | --- |
| **FUENTES DE INFORMACIÓN** | | | |
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